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ABSTRACT 

Soil improvement techniques are needed when dealing with sandy, saturated soils susceptible to 

liquefaction and flow. However, when large areas of soil must be improved, government and private 

entities limit the use of these techniques because, in the majority of cases, they are too expensive 

and unaffordable. Therefore, there is a need for inexpensive and reliable emerging methods to 

improve liquefaction susceptible soils at a reasonable cost. 

Among the scientific community, it has been discussed the opportunity and efficacy of using of 

partial induction of the saturation degree as a method for improving liquefiable soils. One technique 

to desaturate the soil is by injecting gas bubbles into the soil structure. One of the main concerns of 

this technique is that the research community has some skepticism on whether or not the injected 

gas bubbles can remain trapped and stay long enough in the soil voids without dissolving into the 

groundwater.  

Academic interest on this topic is widespread, and resources have been invested in the study of 

desaturation as a soil improvement technique. As a result, different techniques for introducing gas 

bubbles into the soil structure have been proposed and tested. Among these techniques are: a) soil 

desaturation by air injection, b) water electrolysis, c) the implementation of chemicals, for example, 

the sodium perborate, d) compacted sand piles and e) the application of microbiological methods, 

for example, the microbial denitrification. The objective of this research is to study and focuses on 

the desaturation by injection, initially proposed by Okamura Mitsu. 

Understanding that there is the possibility of implementing the air injection as a method of 

liquefiable soil improvement. Moreover, considering that air infiltration in saturated soils and 

partially desaturation generation are complicated processes, the study of the methods of air 

infiltration into the soil is made necessary by coupled methodologies of injection-infiltration that 

reflect variations of state variables over time. Additionally, numerically examination will be 

developed to study the changes of the non-wetting phase and the wetting phase saturation degree 

of the soil improved by air injection since this parameter is critical in liquefaction studies and minor 

variations thereof will have significant effects on the soil resistance to liquefaction. 

A parametric analysis will be done, containing the most important hydraulic features that regulate 

the behavior of partially saturated soils (characteristic soil-water and permeability function), 

injectability of air in the soil, pressures required during injection, injection duration and desaturation 

radio. In this Study, the material parameters that actively control soil desaturation process by 

injecting air will be defined. 
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1 INTRODUCTION 

1.1 PROBLEM STATEMENT 
Liquefaction is a phenomenon that has effects on the soil during an earthquake, and in history has 

caused damage to structures and human losses [1], [2]. Liquefaction is a condition in which non-

cohesive soil (e.g., gravels, sands, and silts with very low plasticity) with high moisture content, loses 

its shear resistance and behaves similarly a viscous fluid due to an increase in the hydraulic gradient 

that generates high pressures in the water present among the grains [3]. Historically, it is recognized 

that the typical damages that liquefaction generates to the structures are: bearing failure, severe 

differential settlement, lateral stretching (from lateral spreading), and racking or twisting of the 

structures. Nowadays, when the soil is classified as susceptible to liquefaction, it is necessary to 

develop a treatment for its improvement. Accurate information on available liquefaction soil 

improvement methods is provided by Seed et al. [4]. These corrective measures are applied in soils 

susceptible to liquefaction improvement; however, due to their execution costs, they are only 

applied to projects involving essential structures [5]. It is recognized, that most of the soil 

improvement methods use mechanical energy and human-made materials, both requiring large 

amounts of energy due to the production of materials and the construction process realized on site. 

Therefore, there is a manifest necessity to develop cost-effective liquefaction mitigation methods 

that can be easily used for new and existing structures [6]–[8]. 

The scientific community has discussed the possibility and effectiveness of applying a saturation 

degree-partial induction as a technique to improve liquefiable soils [9], [10]. For this, different 

techniques have been proposed and tested to introduce gas bubbles into the soil obtaining promising 

results, because gas in voids increases the liquefaction resistance decreasing the volumetric modulus 

and increasing the compressibility of the fluid (non-wetting and wetting phase mixture) inside the 

pores. When the soil is subjected to cyclic loads, gas absorbs the excess of generated pore pressure 

by reducing its volume [11]. Since the volumetric water module is four times larger than the air 

volumetric modulus, the modulus of the fluid will decrease dramatically with the addition of a 

minimal volume of air [12]. Besides, several methods have been proposed to generate bubbles in the 

liquefiable soils. These methods include air injection [9], water electrolysis [8], chemical reactions 

[13] and microbiological processes [14], among others, such as dewatering, lowering of the 

groundwater table through continuous pumping [15], and a microbubble injection method [15]. 

Bubble generation methods offer an alternative, less invasive in comparison to other methods 

commonly implemented, cost-effective (especially for large areas), and practical when soil 

improvement is considered difficult since it can affect permissible load capacity of the surface 

foundations during the desaturation procedure [16], [17]. 

Therefore, the purpose of this work is to present a summary on the background of liquefiable soil 

improvement methods through the generation of gas bubbles, due to the necessity to promote the 

application of new methodologies for soil improvement and, at the same time, to identify and collect 

enough technical references on this subject. This work also emphasizes practical aspects of soil 

improvement methodologies, by the generation of gas bubbles in order to include considerations on 

geotechnical properties of treated soils. Additionally, mathematical inspection of the soil improved 

by air injection is realized to characterize the changes in the wetting and non-wetting phase 

saturation degree. It is done since, the saturation degree of both phases is a relevant parameter in 

liquefaction phenomena, and slight changes thereof will have substantial effects on the soil cyclic 

shear resistance or the soil resistance to liquefaction. A parametric analysis is done, evaluating the 

most important hydraulic features that control the behavior of partially saturated soils (characteristic 
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soil-water and permeability function), pressures for non-wetting phase required during injection, 

injection duration, injection rates, and effective desaturation radio. In this Study, the material 

parameters that actively control soil desaturation process by injecting air will be defined. 

1.2 RESEARCH OBJECTIVES 

1.2.1 GENERAL OBJECTIVE 

Modeling a case of soil desaturation with finite elements, through air injection in a coupled model of 

infiltration. 

1.2.2 SPECIFIC OBJECTIVES 

The specific research objectives of this study may be synthetized as follows: 

 To analyze a two-dimensional gas infiltration process in a saturated homogenous soil. 

 To perform parametric and comparative analysis of the effects of injection pressures, soil-

water characteristics and permeability parameters on the soil desaturation process, on 

changes in the soil pore pressure. 

 To examine the effectiveness of air injection as an improvement technique within a soil area 

susceptible to liquefaction, through the analysis and description of the results obtained in 

the model of the injection and air infiltration process. 

 To make a theoretical study, through mathematical modeling using the finite element 

method, of the experimental features of inducing a partial saturation degree in liquefiable 

soils that are observed by studying some scale models and results from the literature in 

laboratory experimentation. 

In order to achieve the above objectives, a research study was assumed to recognize and 

understand, the fundamental behavior and mechanisms that govern the multiphase flow. In 

particular, essentials of the biphasic flow that govern the flow of the injected air through a saturated 

porous media were studied. The research was divided into two separate parts, a comprehensive 

literature review, and a numerical modeling study. The first one, the literature review, was conceived 

to make it possible to understand the essentials of the phenomena, the behavior of air injected into a 

porous medium under scale in a laboratory, and under in –situ or realistic field conditions. In the 

numerical study, the lite (free) configuration of the software flexPDE [18] was adopted, it is a 

commercially available toolkit that provides a state of the art in numerical partial differential 

equations solution methods and mechanized code-writing competences for the study of various 

technical topics. The finite element method approach solves the non-wetting phase pressure, , 

and the non-wetting phase saturation degree, , equations concurrently, rather than 

sequentially. The code implemented in the numerical study was generated during this research, 

based on the proposed mechanisms of biphasic flow documented during the literature review of the 

study. 

The essential research component is developed from the physic and mathematical definition of the 

maximum and minimum injection pressure of the non-wetting phase for a given system. The non-

wetting phase injection pressure can be calculated with an expression that includes the hydrostatic 

pressure directly above to the non-wetting phase injector component and adds the capillary 

resistance component. Concluding the first part of the research study and given the results to the 

base questions, defined to understand the phenomena, the next step was the size prediction of the 

effective radius of the air injected plumes. With the fundamental information collected through 

observations in the literature review, a model was proposed, and it calculates the geometric features 
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of air injection plumes at a transitory state. The code is established on a series of simplifying 

assumptions concerning the behavior of the air flow from the injector through the saturated porous 

medium. These simplifying assumptions were supported on perceived phenomena, and eventually to 

reduce a more complex multiphase flow model to a relatively simplified model that solves the 

conservation of mass problem. The code yields to an initial approximation to the extension of the air 

injection plume, in an assumed soil below, and in an indicated operational conditions. A small group 

of soil parameters is the input of the model to calculate the approximation to the size of the plume, 

typically all of the input parameters are commonly measured as requirements of normative in subsoil 

explorations, to define design conditions in a project. The code was finally implemented in the 

parametric analysis to the prediction of the effect of changing soil and injection characteristics on the 

geometry of air injection plumes. 

1.3 ORGANIZATION OF THESIS 

This work is separated into five chapters. 

Chapter 1 is the introductory chapter and defines the relevance of the research, the problem 

statement, objectives and order of the research. The general research contains two parts, a 

comprehensive literature review of desaturation as liquefaction countermeasure and, and numerical 

modeling research of the partial saturation induction. 

Chapter 2 shows an overview of existing theoretical and experimental information related to air-

water flow applied to liquefiable soil improvement. The comprised facts in this chapter extended to 

several fields of science directed toward engineering, and summarize data from several disciplines 

concerning air-liquid flow. This chapter contains a brief coverage of the fundamental concepts of 

multiphase flow through porous media and gas-liquid biphasic flow, together with state of the art in 

air injection research. 

Chapter 3 introduces the multiphase flow in porous media model described in detail (the 

mathematical model, mass-momentum conservation equations, hydraulic properties of unsaturated 

soils and the boundary conditions) and the implementation developed during this research. 

Chapter 4 describes the problem definition, a conceptual model of air expansion is presented and the 

boundary conditions associated with the phenomena. Also describes the results of the numerical 

study. Simulations were developed with verified results from some of the experiments in-situ and in 

the laboratory showed in the literature, and reproduced results previously generated by other 

researchers using published models of air injection to improve liquefiable soils. A discussion of the 

results is also developed in this chapter. 

Chapter 5 presents the conclusions of this research along with a list of remarks, limitations, 

knowledge gaps, and recommendations for future research. 
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2 BACKGROUND AND STATE OF ART 

2.1 PARTIALLY SATURATED SOILS 

The mechanic response of partially saturated soils is more complicated than fully saturated soils, and 

it is related with their three-phase microstructure that includes the skeleton (solid phase), pore fluid 

(wetting phase), and gas (non-wetting phase) [18], as shown in Figure 1. 

 

Figure 1 Scheme of a partially saturated soil, modified from Gokyer [19] 

The responses of partially saturated soils may be different, according to the wetting phase saturation 

degree. The volumetric content of the non-wetting phase associated with the pore space or the solid 

phase, lead to different kinds of mechanisms in the microstructure of the three phasic material. 

Then, several wetting phase saturation degrees in the partially saturated media generates various 

mechanical responses in the soil structure. There have been several academics studying the 

mechanical responses of a diverse kind of partially saturated soils [20].  

Specifically, Fredlund and Rahardjo [18] separated the partially saturated soils in three categories as 

a function of the wetting phase saturation degree. The first category is a partially saturated soil with 

a wetting phase saturation degree smaller than 80%. In this category, the non-wetting phase is 

continuous, and menisci of the wetting phase in pores adhere to the soil skeleton. The second 

category is a partially saturated soil with the wetting phase saturation degree from 80% to 90%. In 

this category, there is a transition zone where both the non-wetting phase and the wetting phase are 

continuous. Furthermore, the wetting phase is also continuous with occluded bubbles. The third 

category is a partially saturated soil with the saturation degree higher than 90%. In this category, all 

the non-wetting phase is in occluded form, and the wetting phase in pores is continuous.  

In addition, to the three categories previously defined, Pietruszczak and Pande [21] indicated that 

there is an additional category of partially saturated soil named gassy soil. In this category of partially 

saturated soil, the non-wetting phase is discontinuous, and it is generated by discrete occluded 

bubbles that are entrapped into the pore spaces of the three-phase material. Moreover, it was also 

stated that in this kind of material structure, the non-wetting phase is generated by means of the 

decomposition of organic matter. Finally, the non-wetting phase bubbles developed in this biologic 

and chemical process come to be higher than the average particle size, and it consequently produces 

some pressure against the solid phase. It is also stated that gassy soils are mainly detected in marine 

sediments as studied by Grozic et al. [22]–[25]. 
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Furthermore, Wheeler [26] specified that due to in gassy soils the non-wetting phase bubbles are 

higher than the common pore spaces, the bubbles cannot be defined as occluded bubbles within the 

wetting phase. Prominently, Gokyer [19] stated that the non-wetting phase bubbles produced in the 

wetting phase partial saturation degree induction by the chemical method technique, are smaller 

than the void space because the non-wetting phase generation is finite, and restricted by the time 

interval of the sodium percarbonate chemical reaction. It is important to recognize that a partially 

saturated soil, generated by the wetting phase partial saturation degree induction, is not included in 

any of the categories previously defined, where occluded non-wetting phase bubbles are entrapped 

in pore space of the soil skeleton with smaller dimensions than the pore space. The influence of 

these non-wetting phase bubbles on the three-phase material is a modification of the compressibility 

of the wetting phase, which is an advantage of the method concerning liquefaction resistance 

improvement as Okamura et al. [11] concluded. 

However, the previously defined categories of partially saturated soils are different from the wetting 

phase partial saturation degree induction, and it is because all classes appear typically in the region 

where capillary pressure or matric suction acts, and this region is described above the water table. 

The capillary pressure is defined usually as the difference between the non-wetting phase pressure 

and the wetting phase pressure. Thus, almost every time the non-wetting phase is continuous in the 

capillary zone, and the capillary pressure acts as a negative pressure in the pore space for these 

categories of partially saturated soils. The categories of partially saturated soils are characterized by 

the soil-water characteristic curve, which indicates the relation between the capillary pressure of the 

soil structure, and the wetting phase saturation degree [27], as shown in Figure 2. 

 
Figure 2 A typical soil-water characteristic curve with various stages of desaturation [27] 

Nevertheless, in the application of the wetting phase partial saturation degree induction, 

desaturation is generated below the water table, mainly, where the pore water pressure is positive. 

Additionally, the non-wetting phase bubbles are occluded, are smaller than the pore space, and the 

wetting phase is continuous in the pore space. Consequently, in the wetting phase partial saturation 

induction degree category of partially saturated soils, wetting phase pressures are above 

atmospheric pressure, as Pietruszczak and Pande [21] specified. The pressure of non-wetting phase 

bubbles in a pore space to the wetting phase pressure is related through Kelvin’s capillary model 

equation Fredlund and Rahardjo [18], as follows: 
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(1) 

 
Where  is the non-wetting phase pressure,  is the wetting phase pressure;  is the surface 
tension, and  is the radius of curvature. Notably, for occluded non-wetting phase bubbles, 
Fredlund and Rahardjo [18], and Bishop and Eldin [28] proposed to neglect the effect of surface 
tension. At this point, for the category of partially saturated soils generated by the wetting phase 
partial saturation degree induction, the non-wetting phase pressure in the pore space is supposed to 
be equal to the wetting phase pressure which is above atmospheric pressure regularly at any time. 
Eseller-Bayat et al. [13] and Gokyer [19] showed some measures of wetting phase pressures in 
laboratory experiments conducted to show the behavior of the wetting phase partial saturation 
degree induction technique and were related to the suggested by Fredlund and Rahardjo [18], and 
Bishop and Eldin [28]. The validity of this simplification in-situ for the wetting phase partial saturation 
degree induction technique can be examined in the next works. 

2.2 CASES STUDIES AND OBSERVATIONS OF BUILDING 
RESPONSE 

When an earthquake occurs, liquefaction phenomena could be developed in loose, fully wetting 

phase saturated cohesionless soils, as sands that have low plasticity. Typically, liquefaction 

phenomena is recognized as the instant during the excess pore wetting phase pressures reach the 

initial vertical effective stress or overburden the effective stress at a defined depth. Usually, 

liquefaction phenomena it is separated into two main groups. The first one is called the flow 

liquefaction, and it occurs when the associated static shear stress is high in comparison with the 

post-liquefaction shear strength. The second one is called the cyclic mobility, and it occurs when the 

static shear stress is low in comparison with the shear strength of the liquefied soil [29]. The 

following paragraphs present a summary of case histories of liquefaction generated damage to 

structures that have been perceived. 

In the last decades, earthquakes have frequently presented damage to infrastructure associated with 

soil liquefaction phenomena. Different buildings like bridges, underground storage tanks, pipelines, 

roads, dams, and slopes (natural or anthropic) have been impacted by the incidence of liquefaction 

phenomena [30]. These circumstances led to the progress in the development of countermeasures to 

reduce liquefaction susceptibility of soils, and consequently the effects on buildings. Mitigation 

methods have been employed in situ to improve soil’s susceptibility to liquefaction, or to reduce the 

resultant deformations during phenomena. Nevertheless, the responses of mitigation concerning 

building behavior and possible damage may still be significant, and are not well studied. 

Liquefaction associated with earthquakes has produced significant damage to structures in past 

seismic activity. Extreme settlements and much inclination, bearing capacity failure, lose of the 

moment strength connections, and column supports of structures founded with shallow elements 

are typical failure types that have been detected. These liquefaction impacts on the behavior of 

buildings throughout historic cases are exposed next, initiating with damage detected in the 1965 

Niigata (Japan) earthquake. 

On June 14th of 1964, a 7.6 magnitude earthquake produced soil liquefaction around vast areas of 

the Niigata city in Japan. Almost all the buildings affected with considerable damage were two to 

four levels structures. Indeed, nearly 300 reinforced concrete structures were damaged as a result of 

liquefaction phenomena [31]. Specifically, in the same study researchers explained that affected 
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structures were the ones located in the slopes or hills. Furthermore, essential fissures in columns, 

beams, and walls were perceived as a result of approximately 3.8 m settlements. 

While the 8.3 magnitude Tokachi-oki earthquake in 1968 (on May 16th), buildings supported on 

loose sandy soils, for example office structures and depots, experienced intensive seismic 

liquefaction damage. Consequently, settlements equal to 40 cm were detected [32]. Ashford et 

al.[33] stated that more recently, in 2003, a new earthquake of 8.0 magnitude impacted the same 

zone. Seven buildings (houses) were impacted as a result of liquefaction phenomena, with significant 

settlements and inclination approximately to 2.5 degrees. On the other hand, no apparent structural 

damage was detected in primary importance buildings (for instance, power stations and hospitals) 

supported on improved soils with compaction methods [32]. It offers some experience or 

confirmation of the potential of soil improvement with compaction. In 2003, the same zone was 

impacted by one more earthquake, notably, without having any signal of liquefaction phenomena in 

the zone shake by the 1968 earthquake. These places were improved with compaction methods after 

the 1968 earthquake occurred [34]. 

In 1989 (on October 17th), the San Francisco Bay region was shaken by the 6.9 magnitude Loma 

Prieta earthquake. Essentially, settlements and inclination were perceived in structures supported on 

loose sandy (filled) soils, and particularly in the same zone that was reported liquefaction 

phenomena and extensive ground strain with the 1906 (on April 18th) 7.9 magnitude San Francisco 

earthquake [35]. Furthermore, it was evidenced some damage in structural and non-structural 

elements in residencies [36]. On the other hand, some compacted fills had reasonably good behavior 

during shaking, presenting limited liquefaction impacts [35], [37]. One year after, in 1994, the 6.7 

magnitude Northridge earthquake was reported as one of the greatest expensive earthquakes in the 

history of the United States [38]. Mainly affecting some newly constructed steel moment frame 

structures, additionally as occurred in the 1989 Loma Prieta earthquake, some buildings were 

impacted by liquefaction phenomena.  

In the 7.8 magnitude Philippines earthquake occurred in the year 1990 (on July 16th), Dagupan city 

was hit. Almost all of the affected structures (primarily constructed with reinforced concrete) were 

two to four levels supported on shallow foundations on sandy soil profiles. In general, the 

settlements perceived oscillating from approximately 25 to 125 cm, and inclination of about 10º was 

informed in some buildings. It is important to clarify that the settlements and inclination were closely 

linked to the proportions of the buildings and their support system [39], [40]. On the other hand and 

later, the damage was also related in some magnitude to the confining pressure and shear stresses of 

the buildings [41]. Furthermore, Tokimatsu et al. [41] some of the affectations were related to 

structure-soil-structure interaction impacts. 

In 1995 (on January 17th) the 6.9 magnitude Kobe (Japan) earthquake generated massive 

liquefaction geotechnical phenomena. Principally, the impacts were very close to the area of Port 

and Rokko Island, a zone with mudstone (fill) profiles of about 16 to 20m. The center of the two 

islands subsided approximately 50 cm, and structural damage was critical [42]. Several edifications 

like office structures were destroyed with this earthquake. Nevertheless, the most representative 

damage associated with the liquefaction phenomena was on the older bridges that were destroyed 

by high lateral forces product of lateral spreading effect [42]. Moreover, the efficacy of soil 

improvement techniques to prevent liquefaction phenomena was once more estimated. Buildings 

supported on soil improved by compaction methods, employing densification or vibration, showed 

settlements of approximately 2 to 3 cm. Consequently, no substantial differential settlement was 

observed in the improved areas. Nevertheless, some buildings showed severe damage because the 
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improvement (densification) did not cover to enough depth or lateral amplitude. Two cases were 

informed on the Rokko Island north, where the improved ground beneath two big tanks did not 

protect the buildings from suffering large settlements around 62 to 44 cm, correspondingly [43]. 

Some years later, in 1999 (on August 17th) the 7.4 magnitude Kocaeli earthquake shacked the city of 

Adapazari. Considerable structure damage and loss of human lives take place in this episode. As the 

area of the Adapazari city was erected above moderately thin deposit profiles of silt and silty sand, 

several buildings were subjected to liquefaction phenomena [44]–[46]. Over 60% of two and more 

story buildings were impacted and experienced partial or total failure [47]. Furthermore, differential 

settlement larger than 150 mm, and bearing capacity problems considerably affected buildings of 

four to six levels [48]. Edification settlement was characterized to be strongly related to the contact 

pressure, and the height/width aspect proportion of structures was also a factor that importantly 

influenced the inclination degree [44]. On the other hand, liquefaction phenomena were directly 

related to flexural hinging, and shear-bending damage at the end of the columns. Furthermore, soft 

story mechanism was recognized in buildings [47]. 

In the 7.6 to 7.7 magnitude Chi-Chi (Taiwan) earthquake occurred in the year 1999 (On September 

21th), impacts of liquefaction phenomena were perceived on the area of the Taiwan west coast. 

Consequently, liquefaction phenomena produced settlements that were informed at remote sites, 

principally at Yuan Lin city, in which large settlement of the structure supports was significant [49]. 

Nevertheless, critical structural affectations were not detected. This event helped to estimate the 

response of zones with and without soil liquefaction mitigation. Dynamic compaction was 

implemented at a specific location in the Chang- Hwa Coastal Industrial zone. The efficacy of this soil 

improvement method was validated by estimating the liquefaction potential previous and 

subsequent earthquake. Ground settlement associated with this improved zone, after the shake, was 

about 3 cm. Oppositely, ground settled about 33 to 45 cm at locations in the same zone, but without 

soil liquefaction mitigation [50]. 

In 2010 (on January 12th) a 7.0 magnitude disastrous earthquake shacked the city of Port-au-Prince 

(Haiti). Some anthropic fills and well-graded combinations of sands and gravels in the areas near 

dock suffered widespread liquefaction phenomena, and consequently, induced failures [51]. 

Additionally, some separated incidents of structure damage generated by liquefaction phenomena 

were reported. Notably, a three-level edification collapsed as a result of support complete bearing 

capacity failure and structural failure [52]. 

Also in 2010 (on September 4th), the 7.1 magnitude Darfield earthquake hit the south of New 

Zealand island. Soil liquefaction phenomena produced substantial structural damage. Particularly, 

two-level reinforced concrete structures founded on spread footings were impacted and suffered 

general damage associated with lateral spreading below the support [53]. Generally, damage 

associated with the liquefaction phenomena was intensive in the joints among beam and columns 

[54]. One year later in 2011 (on February 22th), the 6.2 magnitude earthquake shacked the city of 

Christchurch (New Zealand). Liquefaction phenomena generated 1.0 to 2.0 m settlements, and 

inclination of structures was more than 2 degrees. It occasioned some structural damage in small to 

medium height edifications. The excess pore pressure forces produced ground bulk upward, and 

foundations inclination [55]. 

The 9.0 magnitude Tohoku (Japan) earthquake took place in 2011 (On March 11th), and generated a 

significant amount of soil liquefaction phenomena impacts, principally in the Urayasu City situated in 

the Tokyo coastal area. Great irreversible structures inclination of approximately 3 degrees and 

buildings (reinforced concrete structures) on shallow foundations with settlements near 70 cm were 



 

 

 

14 

 

perceived. Cox et al. [33] informed a specific incident, in which liquefaction phenomena induced 

settlements were approximate of 30 cm. It is important to clarify that the structure settled an extra 

of 40 cm concerning the ground surface, generating an entire settlement of 70 cm. Therefore, it was 

demonstrated the necessity to take into account the impacts of soil-structure interaction on analysis 

of foundation settlements associated to the liquefaction phenomena. Even though liquefaction 

phenomena produced significant damage, in some of the buildings, where inclination and 

settlements occurred, no structural damage was perceived. Tokimatsu et al. [56] concluded that the 

type of foundation implemented in this zone limit the differential settlement excess, and therefore 

the structural damage associated with the phenomena. Usually, foundations in this area are 

composed of dense reinforced concrete of approximately 20 cm mats and tie beams system, which 

was sufficiently rigid to evade differential settlement during the reduction in the distortion of the 

structural system [33]. 

Lateral spreading and ground settlement associated with liquefaction phenomena were detected in 

the 7.6 magnitude in Samara (Costa Rica) earthquake in 2012 (on September 5th), and in both the 

6.1, and eight days after the 6.0 magnitude Cephalonia (Greece) earthquakes in 2014 (on January 26 

and February 3). In Cephalonia earthquakes, a few insulated liquefaction-induced settlements in 

buildings were perceived, and some reported damage on roads. While the Samara event, a 

reinforced concrete building founded in nine square concrete stilts developed settlements around 50 

to 75 cm after support ground liquefied [57]. Furthermore, one level reinforced concrete structure 

during the Cephalonia event settled and rotated about 1 degree, but with the absence of structural 

damaged [58]. 

In 2016 (On April 16th), the 7.8 Muisne earthquake shacked the coast of Ecuador. Consequently, 

some office buildings settled in the bay of the mid-sized city of Manta [59], that is situated above 

loose silty sand layers and low plasticity zone [60]. Although some structural and non-structural 

damage were informed at particular sites, significant damage or collapse of buildings was not 

perceived. The extension of liquefied ground and associated lateral spreading approximately 50 cm 

generated some damage in buildings placed in Calceta city [60]. Furthermore, some non-structural 

elements as brick dividing walls of a steel coliseum were injured in the same zone [59]. 

On the other hand, and in the same week, Kumamoto City (Japan) was surprised by one strong 6.2 

magnitude earthquake on April 14th, and two intense aftershocks on April 15, and on April 16, both 

of 6.0 and 7.0 magnitude, respectively. Even though the urban area was constructed on loose 

saturated sandy soils, the effects of liquefaction phenomena were remarkably limited [61]. 

Furthermore, some shallow liquefaction was perceived on the south of the Kumamoto artificial 

island. Additionally, settlements of 15 to 20 cm associated with liquefaction phenomena, and post-

liquefaction settlements of approximately 60 cm at particular sites were experienced. 

Summarizing, these informed case studies through previous seismic events exposed the significance 

of the strong association among soil motion features, soil characteristics, support behavior, and 

potential damage to structures associated with liquefaction phenomena. Nevertheless, liquefaction 

phenomena case studies do not give enough data related to the effects of ground liquefaction 

phenomena, soil improvement methods, and the impact in damage to the structural and non-

structural schemes of the building. Developing a continuous compilation of adequately reported case 

studies is necessary. Furthermore, it is essential to obtain better-quality field information to decrease 

the incertitude associated with future case studies interpretation. These works, have to be 

complemented by the continuous research of refined techniques for predicting liquefaction 

phenomena induced settlements. They are accompanied with procedures that consider uncertainties 
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meticulously (such as, foundation and structural response on liquefiable soils and mitigation 

techniques) and laboratory scale models in well-controlled environments. 

The liquefaction phenomena have been associated with the generation of massive damage to diverse 

categories of buildings in the course of preceding earthquake shocks. Nevertheless, the response of 

structures founded on liquefiable materials, and the efficiency of liquefaction soil improvement 

procedures on the whole behavior of soil-foundation-structure schemes are misunderstood. Not 

including soil-foundation-structure interaction in present-day design, and estimation processes can 

distort predictions of the response of the structure on the ground liquefaction. These facts may lead 

buildings to preserve a substantial associated risk concerning economy and life-safety, which may be 

aggravated when soil improvement is not valued or reflected in the design. Therefore, it is essential 

to estimate liquefaction impacts for structures, for example, tilt, settlement, and structural damage, 

from a soil-foundation-structure interaction approach. 

2.3 WHAT IS THE MAXIMUM DEPTH LIQUEFACTION CAN OCCUR? 
How deep can liquefaction phenomena in unconsolidated soils occur? Can sandy materials, or layers 

of sand inside deposits of shale or clay liquefy at highly depths as 100m and more. Moreover, if this 

kind of depths would be essential to develop an adequate amount of densification to generate large-

scale depressions, for instance, Reelfoot lake as is presented by Stewart and Knox [62]. Can cyclic 

forces associated with earthquakes be enough to momentarily surpass the overburden pressures 

related to these specific high depths? 

In the literature about this topic there looks to be limited or no considered or reported comments of 

liquefaction phenomena in depths of 30 m and upper [63]–[66]. Florin and Ivanov [67] stated that 

liquefaction phenomena that even cover the associated highly loose sands, are almost inconceivable 

for overburdens related to confinements of 15 m and higher. 

In accordance to Youd personal communication in 1994, in his background and practical knowledge, 

the deepest recognized cases of seismically induced liquefaction were in the Snow Lake and Portage 

situated in Alaska, during the Anchorage seismic event in 1964 at depths of approximately 30 m. As 

stated by Ishihara [68], the peak ground accelerations magnitudes must overcome 0.5 g, and 

liquefaction phenomena would have to occur at depths smaller than 10 m for impacts to be 

perceived at the ground surface. Alternatively, laboratory investigations and the particular 

knowledge of the researchers field Stewart & Knox [69] specified it differently. 

In laboratory experimentation made by Bishop et al.[68], liquefaction phenomena were examined 

during considerable confining pressures of approximately 7 to 70  . This laboratory analysis 

match with overburden pressures associated with depths oscillating between 30 to 300 m, 

respectively. Even though it was scaled laboratory experimentation and not an analysis of in situ 

ground impacts from a seismic event, liquefaction phenomena were stated as probable with the 

defined overburden pressures. The laboratory experimentation confirmed what can be presumed, 

that the larger the overburden pressure at defined depth the larger the number of stress cycles or 

the more extensive the stresses required to produce liquefaction phenomena. 

An exemplary diagram made by Seed & Idriss of depth versus shear stress required to induce 

liquefaction phenomena is well documented in [64], [65], [70]. It can be observed, from the diagram, 

that for a defined depth, it exist an associated stress that has to be overcome with the pore water 

pressure to start the liquefaction phenomena. It is not an intrinsic limit to the depth at it is probably 

the liquefaction by this diagram. Whereas Seed and colleagues do not give the impression to have in 

consideration the liquefaction phenomena out of the range of the 30 m depths, their analysis and 
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models of liquefaction phenomena against depth do not exclude liquefaction phenomena induction 

deeper than defined. Furthermore, Dobry et al. [66] stated a depth-liquefaction potential equation. 

Once more, similar to the diagram defined by Seed & Idriss, it did not exist an associated threshold to 

the maximum depth of liquefaction in this formulation. Concerning Prakash [63], as almost 

immediately as liquefaction takes place, the consolidation phenomena begin. Consolidation results in 

surface settlement, which is followed by the close packing of sand particles. Furthermore, Prakash 

perceived that the total magnitude of subsidence at the ground surface it is strongly related to the 

time that the soil stays as a viscous fluid. 

The remarked interest of academics and consultants around liquefaction phenomena is associated 

with engineering structures as buildings, highways, dams, among others. In case that liquefaction 

phenomena take place at a specific depth or at ground surface, the subsequent sink and additional 

disturbances of the soil surface can generate critical damage on structures. As almost of this resulting 

damage is an effect of liquefaction phenomena at depths beneath 30 m or shallow depths, it is 

expected that available engineering documents studying liquefaction phenomena at greater depths 

were challenging to find [62]. 

Published geologic reports associated with liquefaction phenomena are unusual, including references 

in geomorphology journals. On the other hand, the influence of seismically induced liquefaction 

effects on the continuous molding of topography by earthquakes or the morphoseismology is a 

reasonably new subdivision of geomorphology [62]. Though geologic reports like the civil engineer 

ones, do not analyze liquefaction phenomena at depths higher than 30 m, it analyze high magnitude 

pore water pressures at depths of 300 m and more, overcoming the stiffness produced by 

overburden pressures and go beyond for the induction of liquefaction phenomena [71]–[74]. These 

excessive magnitudes of pore water pressures are studied in oil wells at thousands of meters depths 

under the ground surface and are denoted as geo-pressures. 

Finally, liquefaction phenomena potential in soils at depths of 12 meters or more is recognized, 

generally, as reasonably low, connected to overburden effect [75]–[79]. Furthermore, it can be 

mentioned that sometimes in soil deposits originated without anthropic intervention there is usually 

no necessity to consider liquefaction phenomena under depths ranging from 15 to 18 m, if structures 

are founded with shallow supports. Consequently, some causes are defined as follows:  

- Typically, for profiles with depths around 12 m and more of non-susceptible to liquefy 

stratums the associated settlements of the deepest liquefiable stratums are not going to 

generate sinking near to the surface [76], [80]. 

- Depths associated with the Holocene deposits, which are generally susceptible to 

liquefaction phenomena are unusually under 15 to 18m depths order. Throughout, Holocene 

deposits characterize almost the total of the natural deposits that are liquefiable. Some cases 

are reported and shown unusual events of Pleistocene deposits that are sufficiently loose to 

be liquefiable. It is important to clarify that it is problematic to discover any case histories of 

Neogene or older deposits that are liquefiable [81]–[83]. 

- Deep natural deposits are encountered commonly highly densified, and this is the reason 

why Neogene sediments are not typically liquefaction susceptible [83]. 

- In addition, in some tailings dams upstream with poorly planned filling speeds, problems 

associated with coarse granular layers with low density could be manifested at greater 

depths. If at high depths inside tailings is water, the phenomenon of liquefaction could be 

generated, or maybe strain softening and cyclic mobility phenomena [84]–[86]. 
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2.4 THE LIQUEFACTION RESISTANCE EFFECT OF GAS ON SOILS 

The Undrained response of partially saturated coarse-grained soils as sands has been a topic of 

abundant attention in the last decades [87]–[90]. Initially, researchers developed studies showing the 

necessity to achieve 100% of saturation degree in laboratory samples, with the purpose of evading 

overrating the undrained shear resistance in triaxial experimentation [87]–[92]. Martin et al. [87], 

performed cyclic experimentation on entirely and partially saturated sand samples. They found that 

for a reduction of 1% in the saturation degree of an entirely saturated sample, 28% of water pressure 

in the pores was reduced by cycle. Chaney [89] and Yoshimi et al. [92] determined that the 

susceptibility to liquefy fully saturated sands decreases by half with a 10% reduction in the saturation 

degree. Xia and Hu [91] showed that liquefaction resistance increased by more than 30% when the 

saturation degree was reduced to 97.8%. It was demonstrated that small amounts of trapped air 

could increase liquefaction resistance remarkably. 

In the latest years, the aim of examination has moved towards the study the partial induction of the 

soil saturation degree and its influence on susceptibility to liquefaction [23]–[25], [93]–[120]. Some 

of the most significant studies are discussed as follow. Grozic et al. [24] indicated that, in undrained 

compression, coarse-grained soils as loose sands showed a change in the response from softening to 

hardening by deformation after the saturation degree was lowered to values less than 90%. On the 

other hand, from cyclic triaxial tests with a variable saturation degree from 75% to 99%, it was found 

that the existence of gas improved dynamic resistance from 200% to 300%, compared to fully 

saturated samples. Also, Rad et al. [115] found that coarse-grained soil as sand with the presence of 

non-soluble non-wetting phase is more resistant than the one with the presence of soluble non-

wetting phase. Using the mathematical model formulated by Grozic et al. [23], it was concluded that 

undrained shear resistance of gaseous soil improved with a decrease in the wetting phase saturation 

degree. Also, Ishihara et al. [116] demonstrated that the volumetric stiffness of fluids is strongly 

dependent to the existence of the non-wetting phase, and a minor volume of non-wetting phase can 

considerably change the fluid pressure reaction inside the pores to the process of loading, the 

magnitude of Skempton's B constant, magnitude of the P wave, and resistance to liquefy. Skempton's 

B is the proportion of the rise of the wetting phase pressure over the pores to the effective pressure 

associated with the confinement. It is a connection among the wetting phase saturation degree and 

the Skempton's B, and there is typically necessary to generate a B magnitude higher than 0.95 in 

triaxial experimentation to achieve complete wetting phase saturation of the specimen. 

Consequently, the decrease of the Skempton's B is the decrease of the wetting phase saturation 

degree, and it corresponds to a rise of the liquefaction strength of the saturated soil [121]. In cyclic 

tests, reported by Yang et al.[98], a significant increase in the ratio of cyclic stresses resulted from a 

reduction in a small percentage of the saturation degree of the initially saturated sand. As well as 

Bouferra et al. [104], showed that a small reduction in the saturation degree could result in a 

significant increase in the liquefaction resistance. Furthermore, Tsukamoto et al. [94] demonstrated 

that a diminution in the wetting phase saturation degree by up to 90%, rises the liquefaction 

resistance twice compared to entirely saturated samples. According to Yang et al. [96], for a decrease 

of wetting phase saturation degree by 1%, there is a decrease in the ratio of the excess of wetting 

phase pressure acting over the pores from 0.6 to 0.15 in pure horizontal cyclic loading. 

2.5 METHODS TO INDUCE PARTIAL SATURATION DEGREE 

The following discussion topics in this document have been identified within the methods proposed 

by different authors around the world. It is important to clarify that these methods have been 
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chosen to be covered in this background since they are considered to be based on well-established 

mathematical and physical concepts. 

2.5.1 Air injection 

In recent years, partial desaturation of soil by air injection has gained attention as an innovative 

technique to decrease liquefaction susceptibility of soils. Research programs, such as numerical 

models, scale models and in-situ tests, have been carried out about air injection [122]. The saturation 

degree was investigated after performing air injections by extracting frozen samples ranged, and 

finally, values of the saturation degree ranged between 70 and 91% [123]. Cyclic shear 

experimentation was performed under in-situ confinement conditions, and the impacts of 

desaturation on shear strength and undrained cyclic deformation were studied, finding that shear 

strength can increase by about 50% with desaturation. However, deformation characteristics are not 

improved if the soil structure does not change from a loose to dense state [124]. 

On the other hand, after stopping air injection in the soil, samples were recovered by the freezing 

method to measure the saturation degree. Results ranged between 88.4 - 98.4% and 65.0 - 88.0% in 

two studied strata [122]. Okamura and Teraoka [125], found that if the saturation degree after air 

injection is below that 90%, soil desaturation will remain for a long period, indicating that 

liquefaction resistance of air-injected soils is higher than the 100% saturated soils. During the last 

decades, the saturation degree and improvement of liquefiable soils has been investigated and 

related [9]–[11], [126]–[128]. It has been found that the lower the saturation degree, the higher the 

liquefaction resistance [94]. Decreases in the saturation degree by air injection have significant 

effects on the increase in the liquefaction resistance for depths greater than 2.0 m [125]. In cyclic 

tests, it was shown that with a decrease of 10% in the saturation degree, liquefaction resistance was 

doubled [129]. 

In order to study the duration of the effect of desaturation, three zones that were under a 

desaturation phenomenon before were investigated. Specifically, frozen samples from 4, 8 and 26 

years ago were obtained from each place, and laboratory tests demonstrated that for the zone 

improved 26 years ago, air bubbles still existed inside the ground. None of the samples from the 

three sites had more than 90% of the saturation degree [130]. In a similar study made by Okamura 

and Teraoka [125], it was shown that the wetting phase saturation degree of soils after some years 

was not considerably higher related to the measured in the soil shortly after being injected with air, 

and increases of 10% were observed for saturation level, which indicates the longevity of air bubbles 

injected, and it is inferred that achieving degrees of saturation below 90% with air injection would 

generate durable desaturation conditions [125]. The possibility of air injection implementation is 

seen as a liquefaction mitigation technique since air injection desaturates the soil and longevity of air 

within the soil is typically shown for more than ten years [17], [123], [131]. 

In addition, Zeybek and Madabhushib [132] studied the durability of air bubbles in samples under 

hydrostatic conditions, at low and high pore pressure, vertical upward and downward flow, variable 

pore pressure and lateral shaking. They found that some of the air bubbles trapped in the partially 

saturated soils lost their function under these conditions, increasing the saturation degree of the 

samples. Moreover, some of the air bubbles generated with the degree of partial saturation 

induction lost their purpose in some of the tested flow conditions, causing an increase in the 

saturation degree of the samples. However, it should be noted that the magnitude of the increments 

was generally, minimal. It was shown for the short term that under hydrostatic conditions in two 

sand column tests, the average increase in the saturation degree was 1.4 and 2%, respectively.  
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On the other hand, it was observed that for the long term, the average saturation degree of the same 

samples increased after100 days by 2.1 and 2.55%, respectively. Additionally, in the study of 

durability under hydraulic flow condition carried out during 30 hours, changes in the saturation 

degree were observed to occur mainly in the first hours of the experiment and then remained almost 

unchanged. Revealing that the volume of occluded air bubbles entrained by the flow of water 

through the soil matrix was minimal and that most of the air bubbles were trapped in the soil pores. 

The results obtained even support those ones shown by Eseller-bayat et al. [13]. 

The air injection method proposed by Okamura and Teraoka [125] is a not-complicated and cost-

effective alternative to improve liquefiable soils. The technique fundamentally desaturates soil and 

generates an increase in the liquefaction resistance. With this method, it is only necessary the 

insertion of a tube in soils susceptible to liquefaction and to inject air under pressure from the 

injector. An example of the technique is shown in Figure 3. There is experimental evidence that 

evaluates changes in the liquefaction resistance generated by air injection. Therefore, rates, 

magnitudes, and distribution of desaturation have been measured. Some models are those evaluated 

in shaking tables [133]–[135], centrifugal [9], [16], [128], [136]–[138] and in field [122]. These models 

have been implemented to investigate, define and evaluate the state of desaturated zones by air 

injection processes. With this experimental basis, it is possible to identify the advance of the air 

front, and additionally, to demonstrate that the area of influence and distribution of the saturation 

degree are affected by the type of soil, stratification, injected air pressure, and injection depth [139]. 

Zeybek and Madabhushib [132] studied the durability of air bubbles trapped under cyclic loads (with 

the application of lateral excitation to the samples). When the partially saturated samples were 

subjected to cyclic loads, they found that the saturation degree increased by 0.64% and 0.41% for 

higher and lower accelerations respectively. 

 

Figure 3 Desaturation by air injection, modified from Okamura and Teraoka [127]. 

Also, Zeybek and Madabhushib [132] investigated the settlement of improved soil by air injection 

when it is subjected to dynamic loads. In this study, scenarios with and without surface foundations 

were presented under the combined effects of various field conditions such as hydrostatic pressure, 

the increase of fluid pressure and cyclic load. The analyzed data revealed that, although the 

previously improved soil was exposed to most of the field mentioned above scenarios, air injection 

was effective in reducing liquefaction-induced settlements, in tests without surface foundation. 

However, when the tests were made in the same soil injected with air, in the case of the surface 

foundation, a remarkably large settlement was observed. It is recognized that this is not consistent 

with the experimental findings of Marasini and Okamura [17]; in Marasini and Okamura [140] 
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research, greatly instrumented dynamic centrifuge experiments were performed, studying the 

impact of air injection over relatively light structures. It was indicated that the results were out of the 

expected, and the importance of investigating the balance among the trapped air bubbles and the 

pore pressure due to the fluid inside the voids was emphasized. The study was carried out because 

the movement of air bubbles in the ground is possible if the pressure of the soil or water is 

significantly reduced. 

On the other hand, the numerical simulation of the dynamic response of partially saturated sands 

has not been thoroughly studied. Some of the work done is mentioned as follows. Mitsuji [141] 

simulated the partial saturation degree with the decrease of the volumetric modulus of the fluid 

within the pores, thus obtaining the dynamic response of the partially saturated sand through one-

dimensional analysis of the effective stresses. It was found in this study that the velocity, 

displacements, and shear strain of the soil decreased due to the impact of the reduction in the 

wetting phase saturation degree. Gao et al. [142], studied the dynamic response of partially 

saturated soils and the impacts of the volumetric modulus of the fluid in the pores, in the 

development of excess pore pressure with different initial conditions in the saturation degree. The 

study was developed through the generation of a numerical model that includes the Biot's theory 

[143], [144] for the two-phase mixture. Similar studies were performed by Yashima et al. [145], 

where the effects of the compressibility of the fluid in the pores were observed due to the existence 

of a degree of partial saturation through a three-dimensional dynamical examination founded on 

Biot's theory [143], [144]. According to the authors, in order to simulate the 1995 Hyogoken-Nambu 

earthquake in the zone of Port Island, the excess of pore pressure and acceleration were measured 

as responses to dynamic loads, obtaining reasonably good results comparable to historical ones. 

Recently, Marasini and Okamura [140], presented the results of a numerical work founded on a 

complete group of experimental records from four centrifuge models, from Ehime University, which 

were simulated using cyclic elastoplastic numerical model, with the nonlinear theory of kinematic 

hardening included , based on effective stress analysis called LIQCA-2D and proposed by Oka et al. 

[146], [147]. They simulated sand with a saturation degree of approximately 85%, by decreasing the 

volumetric modulus of the fluid in the pores. As a result of the simulations, it was possible to 

duplicate the excess of pore pressure accurately, and the structural settling and deformation of the 

foundation soils perceived in the centrifuge experiments. This study established that the dynamic 

response of the desaturated soil is effectively predicted by decreasing the volumetric modulus of the 

fluid in the pores, and the generation of the partial saturation degree of the soil works to mitigate 

the settlement of moderately light structures, such as structures with one or maximum two plants 

when the soil is subjected to dynamic loads. 

In addition, mathematical models and numerical simulations have been developed to study and 

predict the performance of multiphase flow in soils [148]–[165]. Notably, McCray [149] carried out a 

research on the background of existing mathematical models that were in charge of describing the 

behavior of the generation of air bubbles, highlighting the importance of multiphase flow models to 

characterize the phenomenon induced by air injection, indicating that results depend on the 

calibration of the model. It was also recognized by Yasuhara, Okamura, and Kochi [139] that models 

turned around the process of decontamination of coarse-grained soils instead of fine sands and silts, 

and, that saturation degree in the injected zone was not a relevant parameter. 

Also, the desaturation process and simultaneous flow of water and injected air during desaturation 

process are highly complex phenomena, and it should be noted that air infiltration in saturated soils, 

desaturation and deformation are concurrent processes (the last two entirely dependent on the 
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former)[16], [132], [138], [166]. The multiphase flow simulator (TOUGH2) [167] has been 

implemented to examine the applicability of the soil improvement technique by desaturation. 

Numerical simulations of multiphase flow show an adjustment over the experimental measurements 

of the saturation degree and numerical predictions replicate the saturation degree after injection is 

completed at different air pressures in scale models, and allow to conclude that numerical models 

predict time and space processes of desaturation in place [139]. In a study done by Okamura et al. 

[122], numerical results are shown compared qualitatively with images taken by a 3D tomography of 

an improved soil with air injection and quantitatively with results obtained from samples taken by 

the freezing method, showing compatibility in the magnitude of desaturation and coherence with the 

measurements taken directly from soil samples extracted by the freezing method. 

In order to measure the radius of influence generated by air injection, a centrifuge test in Okamura 

et al., [9] was performed on an assembly where the non-wetting phase was injected vertically in a 

saturated soil model, and the diameter of the desaturated region was found to be 5.0 m for an air 

injection pressure of 95 kPa. Tomida [168] performed similar tests on a highway embankment with a 

reasonably high non-wetting phase injection pressure. The researchers found that the effective 

radius of the desaturated plume from the injector (that is amplified with the non-wetting phase 

pressure and injection duration), extended 9m in 18 hours of duration of the process. Comparing 

results with compacted sand piles method that handles spacing between stacks less than 2.5 m and 

injection pressures of 500 kPa, it is recognized that stack-like elements are conservative since the soil 

is not only densified by the effect of a more rigid material but also desaturated during the execution 

of the injection [9]. A method to generate compact sand piles has been widely used to a great extent 

of Japan's coastal areas with the purpose to mitigate the impacts of liquefaction phenomena on 

foundation soils and coastal dikes [1]. In general, this soil improvement method does not take into 

account desaturation due to the injection of air under pressure as a direct or indirect benefit of 

execution. However, it is shown that soils after being improved, have characteristics of desaturation 

even though they are below the water table and that this state of desaturation by injection of air 

under pressure is maintained over time [123]. With samples extracted by the freezing technique at 

three places where the soil was improved with a vibro-substitution method, soil saturation was 

found to be low, ranging from 68.8% to 92.6%. It was concluded that due to the amount of air 

applied during construction of elements of improvement, the intention was not to desaturate soil, 

but it finally did [9]. In Figure 4, it is indicated schematically the procedure of the sand compacted 

piles installation used in the sites studied by Okamura et al.,[9]. 



 

 

 

22 

 

 
Figure 4 Schematic illustration of sand compacted piles installation procedure, modified from 

Okamura et al.,[9]. 

On the other hand, a series of tomographies were performed in an area where the air was injected 

for desaturation purposes. These indicated that the radius from the injection depth of the 

desaturated plume, just after stopping the air injection, was approximately 4.0 m for a saturation 

degree of approximately 60% [122]. Air Injection into the soil is a technique that was developed in 

the mid-1980s in Germany, to treat saturated soils and groundwater polluted with some volatile 

organic composites [169]. This technique has been widely used in the field, and there is available 

information about the approach to improve contaminated soils, such as the work of Lundegard and 

LaBrecque [170], who carried out field trials to compare methods of measuring the effective soil 

radius of expansion of non-wetting phase injection. Moreover, non-wetting phase injection into soil 

can also be used as a technique of improvement of liquefiable soils, besides being executed indirectly 

in the field during construction of compacted sand piles, it was applied directly by Okamura et al. 

[122] by implementing an injector tube that was coupled to a flexible pipe through which the non-

wetting phase was administered at required pressures. Injection pressure is known to be higher than 

the sum of hydrostatic pressures (product of hydraulic head at point of injection) and capillary 

pressures (due to ground), and must be chosen in such way that it does not exceed effective stresses 

at the point of injection to avoid generating failures and possible cracking of the material [122], 

[136]. Experimentally, injection pressure at which soil begins to generate cracks corresponds to 80% 

of effective stresses plus pressure due to the head of water at the injection point [122]. 

Yasuhara et al. [126] perceived that the higher the non-wetting phase injection pressure, the broader 

and the uniformity the effective non-wetting phase-entrapped plume that was achieved, which is 

comparable with the experimental records after Zeybek y Madabhushi [166]. Zeybek and 

Madabhushi [138] experimentally demonstrated the generation of an excessive settlement of 

surface foundations during the air injection process because the excessive pressure of the injected 

air can alter the structure of the soil and can cause cracks and fissures, mostly near of the air 

injection point. Therefore, it is recognized that although the rise in the air injection pressure is seen 

as a quick and efficient way of reducing the saturation degree, giving as a result an increase in the 
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liquefaction resistance, this should be dealt with in detail, particularly in the case of air injection 

under previously constructed surface foundations. Ogata and Okamura [171] suggested that 

 gives the maximum theoretical air injection pressure above which the 

soil skeleton begins to be disturbed, where  ,  y  symbolize the maximum value for 

the air injection pressure, the hydrostatic pressure at the injection depth and the effective vertical 

stress at the injection depth, respectively. 

Zeybek and Madabhushi [138] perceived that air-generated settlements were unavoidable regardless 

of the air injection pressure implemented during the process. They related it to the compressible 

behavior of the partially saturated soils injected with air, and the decrease of the effective effort 

during the air flow. However, founded on the records of the observations made during the tests 

shown by Zeybek and Madabhushi [166], the size of the air injection generated settlements can be 

significantly reduced if: (1) a controlled procedure is maintained throughout the tests (for example, 

by growing the air pressure in a well-ordered mode and strictly controlling the response of the 

foundation); (2) the net air injection pressure applied, , given by 

 is ideally lower than 10% of de , or it should be ensured that 

the injection pressure is equal to . 

Accordingly, Zeybek and Madabhushi [166], mentioned that air-induced settlements might remain 

within tolerable values for a field structure in the example of a lower applied net pressure . 

It is recognized that Okamura and Noguchi [172] stated that partially saturated soils with uniformly 

dispersed non-wetting phase bubbles would have equivalent liquefaction resistance as the 

heterogeneously distributed air bubble soils if sufficient time were allowed for the water within the 

pores to flow into the air bubbles. However, it is clarified that this finding has not been verified in 

another document. Thus, the application of a small air pressure can impact the area and the 

distribution of partially saturated areas, it means that at low injection pressures, it becomes difficult 

to reach uniformly distributed areas of desaturation, besides, it is clear that the injected air bubbles 

could have a tendency to flow through preferential flow paths.  

From the technique of injecting air into the saturated ground to improve contaminated soil and 

groundwater, it is known that accurate information about equipment specification and operation can 

be found in USEPA [173], Wisconsin DNR [174], [175], and Holbrook et al. [176]. Air sparging is an 

environmental treatment technology that was presented approximately in 1985 Suthersan [177]. The 

method produces an injection below the water table, with the intention to generate volatilization of 

contaminants corresponding to solvents or gasoline, volatile organic compounds (VOCs). 

Furthermore, the method can be used to improve the microbial activity to eliminate less volatile 

contaminants like diesel or jet fuel. A state of the art of this method shows that the design of the 

process is mostly empirical and highly dependent on the behavior of in situ test programs, and its 

evaluation through field monitoring. In general, the method is appropriate for fields with sandy soils 

having hydraulic conductivities of 10-4 or 10-3 cm/s or higher, and it is usually implemented at depths 

less than 10 to 20  m. Representation of a usual air sparging process is depicted in Figure 5. 
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Figure 5 Representation of a usual air sparging operation, modified from Reddy and Adams [169]. 

Information about air sparging can be implemented as a complement of data shown in the works of 

Okamura et al. [178], Okamura and Tomida [179] and Tomida [168]. Okamura et al., [178] defined 

that to build a field system, it is only needed to acquire easy to find materials, and it is not necessary 

to use any specialized equipment for the design and implementation of the method, those are 

considered advantages of the air injection technique. In addition, it is recognized that the technique 

is mechanical in nature, it does not generate pollution, and that the most important factor related to 

air injection is the radius of influence, which can be restricted by the behavior of air flow in saturated 

media, i.e., radius and zone of influence dramatically depends on the permeability of soil [178]. Since 

the influence radius is such an essential factor, accurate measurement is crucial to ensure proper 

system operation [133], [180]. On the other hand, as an in situ process, it can be implemented with a 

minimum of disturbance to surface operations, it is efficient and the treatment time would be short 

in optimum conditions, treatment cost ranges would be significantly lower than those of other 

treatment technologies, it can be flexible to treat difficult access areas; also, it can be complemented 

with other technologies to increase breeding efficiency and ultimately it does not involve extraction, 

treatment, packing or release of groundwater [178], [179]. 

2.5.2 Electrolysis of water 

Partial desaturation of soil by electrolysis of water is a technique to generate decomposition of water 

( ) into oxygen ( ) and hydrogen (  gases by a continuous electric current [181]–[183]. It is a 

technique developed from the knowledge about electrolysis of water and its applications in 

geotechnical engineering, in order to reduce susceptibility to liquefaction due to the technical 

feasibility of generating small volumes of non-wetting phase (air) in soils [8]. 

Furthermore, electrolysis is defined as the ionization of hydrogen and oxygen when an electric 

current is applied to electrodes in water, and it is developed to trap non-wetting phase molecules in 

a full wetting phase saturated porous media. Electrolysis was developed as a method to induce 

partial saturation degree of the wetting phase, introducing gas inside the skeleton pores without the 

use of a non-wetting phase pressure. The water electrolysis method creates gases (oxygen and 

hydrogen) in the electrodes (anode and cathode), as is represented next [121]. In the study 
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performed by Yegian, Eseller, and Alshawabkeh [184], it is shown how a current of 525 mAmp was 

used for three hours to produce gases in a fully saturated initially sample, obtaining a generation of 

gases within the sample and a layer of water accumulated above it. The initial saturation degree was 

99.7%, after electrolysis it reached 96.3%. Subsequently, it was subjected to a cyclic test, concluding 

that the maximum pore pressure excess relation did not surpass the value of 0.7 at sample base and 

0.43 at the top, i.e., no liquefaction was generated in the sample. 

 

  (2) 

 

  (3) 

 

Yegian, Eseller, and Alshawabkeh [8] develop a series of strain-controlled shaking table tests 

executed in fully wetting phase saturated and partially wetting phase saturated specimens, both of 

those prepared by wet pluviation method like Yegian et al. [117] explained. Two spaced 29 cm 

electrodes (quadrangular meshes of 20cm x 33cm) of mixed metal oxide coated titanium were used 

for the improvement of the electrolysis productivity. The cathode and the anode were placed at the 

bottom, and at the top of the model, respectively. The wetting phase saturation degree was 

recorded by examining the wetting phase level increase in the experimentation box. Finally, the 

amount of gas produced due to electrolysis was approximately defined by the Faraday’s law, as is 

represented.  

 

 
 

(4) 

 

Where  is the moles of the non-wetting phase,  is the electric current applied (525mAmp), is 

Faraday’s constant , and  is a time interval of the time generation of the current 

(three hours for the experiment number two). Then mole of non-wetting phase can be changed to 

volume, as follows: 

 

 
 

(5) 

 

Knowing that R is ideal gas law constant ; T is temperature , and P is 

absolute gas pressure in Pa . 

Yegian, Eseller, and Alshawabkeh [8] carried out an electrolysis process with a current of  

in a fully saturated sample for two tests for periods of 1½ and three h, respectively. The saturation 

degree, voids relation, and density of the unsaturated sample were defined. As a result, a saturation 

degree of about 96.3% was obtained. On the other hand, the amount of gas generated within the 

sample during the process was calculated using Faraday´s mass law and charge equivalence and ideal 

gases law. It was obtained that the total of gas and volume in 3 h were  and , 
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respectively. Setting a 100% efficiency for electrolysis process defines a saturation degree equal to 

92.1%, clarifying that efficiency of electrolysis process is usually less than 100%, and no efforts have 

been invested to knowing more about it so far. The sample was then subjected to a cyclic test, and 

the maximum pore pressure excess ratios were 0.7 and 0.53 for lower, and upper transducer, 

respectively. The value of the upper transducer was related to drainage near the free surface of the 

sample. The test indicated that a reduction in the saturation degree of 99.5 to 96.3% reduces pore 

excess pressure and for this reduction of 3% in the saturation degree, liquefaction was prevented to 

begin. 

A liquefaction box is developed in order to perform tests under cyclic movement induced on a 

vibratory table, and after performing the procedure of preparing entirely saturated coarse-grained 

specimen (sand) in the test container, electrolysis is generated [184]. During the electrolysis method, 

generation of bubbles inside the sample was perceived through the walls of the assembly, and it was 

mentioned that the generated bubbles were trapped because it was possible to see an accumulation 

of free water on the sample that initially was saturated. In turn, on the original sample of saturated 

sand, no volumetric changes were shown as water was accumulated on the surface, a fact that 

indicates that electrolysis is generated without perceptible detrimental disturbances in the soil 

sample [183]. 

Eseller et al. [183] showed a plan for detection and long-term permanence of gas bubbles in a soil 

sample to which water electrolysis process was carried out. Experiments were executed by means of 

a radar (cross-well) to perceive the presence of gas in unsaturated samples, and thus characterize the 

three-phasic system (sand, water, and gas). This was done in the case of an entirely saturated 

sample, an unsaturated sample after 24 hours of electrolysis process, and finally 40 hours after 

completion of the process. Results for the partially saturated sample after 40 hours of completion of 

electrolysis showed a free water distance of 1.47 cm on the surface of the sample. Also, the 

saturation degree was 91.5%. A loss of gas is shown over time after the electrolysis process is 

completed, however, even during the assembly revisions after a week, gas bubbles could still be seen 

inside. A study of the permanence of gas bubbles in gaps under groundwater flow in both low and 

high gradients was implemented. For this, constant head flow test facilities were designed. Results 

indicated that an unrepresentative amount of gas was lost from the upper part of the sample at the 

beginning of experiments and remained constant even for high gradients. Besides, the saturation 

degree was measured, indicating an increase from 82.6% to 83.6 %. According to results obtained 

from these tests, gas bubbles remained within the sample without showing any significant index of 

possible diffusion. 

A column of sand was prepared in Yegian, Eseller, and Alshawabkeh [8] to observe the diffusion of 

trapped gas after long times. Finally, after 442 days, the wetting phase saturation degree of the 

coarse-grained (sand) specimen varied from approximately 82.9 to 83.9%. It was also shown that 

induction of partial saturation in sands in relation to liquefaction resistance and deformations are 

preferable when the coarse-grained (sand) is of an angular particle than when it is well classified, 

e.g., Ottawa sand (of rounded particle and uniform gradation). 

Industrial application of water electrolysis techniques such as liquefiable soil improvement, 
numerical modeling, and evaluation of the area of influence of desaturation has not been reported. 
However, results of recent studies indicate that the technique may be an adequate alternative 
compared to expensive and invasive generic techniques that can damage the environment. It is 
recognized that the technique belongs to a young interdisciplinary field and that there are still 
unknowns that must be taken care of by researchers like the behavior of a sand-water-air mixture in 
the different initial- field conditions, and exposed to dynamic-cyclic loads; long-term diffusion of non-
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wetting phase with a higher overload and a relative small hydraulic gradient; and research in cost-
effective in-situ techniques to induce and verify partial saturation in the improved soils. 

2.5.3 Microbial method (biogas) 

Partial soil desaturation by biogas has been developed for mitigation of susceptibility to soil 

liquefaction through opportunities and acquired knowledge that has been achieved by 

interdisciplinary research that converges in microbiology, geochemistry, and civil engineering. 

Research related to the new discipline called biotechnology in construction is developed in two ways: 

(1) the biotechnological creation of building materials [185], and (2) the biotechnological 

construction processes in situ [186], [187]. Mainly, the soil biodesaturation is a method to reduce the 

wetting phase saturation and, as a consequence, the tendency for the soil to liquefaction by means 

the generation of in-situ biogas [14], [188], [189]. Bio desaturation is implemented using a 

physiological cluster of microorganisms called anaerobic nitrate-reducing bacteria (denitrifiers) that 

generate biogeochemical reactions that develop biogas bubbles in porous media. Some of the 

implemented denitrifying bacteria and endorsed by the literature are the pseudomonas denitrificans 

or the paracoccus denitrificans, which decrease the nitrate to nitrogen gas expending, mostly for the 

reaction, the resource of organic and inorganic electron donors, as the nitrate is an electron acceptor 

[190]. In summary, the microbial method is implemented by the formation of tiny in-situ gas  

bubbles, using a process of microbial denitrification (i.e., reduction of nitrates ). The nutrients 

are dissolved in the water and consequently can travel similar to the water in sand [14]. 

He [191] studied the stress-strength performance and liquefaction susceptibility of biogas 

desaturated soil through triaxial experimentation. The efficacy of the biogas induction of the wetting 

saturation degree for the change of soil behavior under dynamic load was tested by means of a 

laminar box and a shaking table experimental mechanism. A set of experimentations were developed 

to examine the appropriate circumstances for the generation of denitrifying bacteria and the ideal 

features for the development of the denitrification process. Three groups of experiments were 

carried out in the sealed bottles, and developed with three different electron donors like ethanol, 

sodium acetate, and methanol, respectively, as follows. 

 

  (6) 

 

  (7) 

 

  (8) 

 

In the work of He [191], the partial induction of the wetting saturation degree by means of the gas 

creation reaction was evaluated by means of a small size soil column. The Nitrate (N) concentrations 

in the specimens were changed starting at 125mg/L and ending at 374mg/L. The reactive process 

was ended in nearby 3 days, and the reactive process behavior and magnitudes were comparable for 

all the specimens. The low wetting phase saturation degree that did not generate nitrite aggregation 

was 82.7% and was sufficient to reduce the liquefaction susceptibility of soil significantly. For 

specimens constructed with loose sand in the undrained triaxial experiments, the undrained shear 

strength shows to be greater, while the wetting phase saturation degree come to be lower. When 
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the Skempton´s B magnitude reduced from approximately 0.95 related to a saturated condition to 

about 0.3, the undrained shear strength presented a 2.1- time growth in the compression 

experiments, and a 1.7-times rise in the extension experiments. An instrumented laminar box and a 

shaking table experimental mechanism were constructed to analyze the liquefaction behavior of 

biogas partial induction in the wetting phase saturation degree. Experimental results revealed that 

the liquefaction phenomena were generated for saturated specimens at loose conditions with 

maximal accelerations of , and at medium-dense conditions around maximal accelerations 

of . Liquefaction phenomena did not develop for biogas application inside any sample with 

the wetting phase saturation degree around 80% to 95%, assuming similar other situations. Finally, a 

computer tomography method was implemented to detect the internal pattern and biogas 

dissemination of the unsaturated soil specimens. For fully saturated soil, the structure of the soil 

skeleton and pore spaces were reasonably uniform. For partially saturated specimens with the 

wetting phase degrees of saturation around 88% to97%, were observed some small single non-

wetting phase bubbles in the pore spaces. Furthermore, there were a few conglomerated groups of 

wetting and non-wetting phases generated by the aggregated bubbles in water. 

The microbial bioreduction of nitrates by organic compounds in soils susceptible to liquefaction 

generates a significant amount of nitrogen gas that partially induces the saturation degree and 

attenuates the generation of excess pore pressure due to cyclic loads [8], [189], [192]–[195]. It is 

recognized that the liquefaction resistance of the susceptible soils is substantially increased when 

those are slightly desaturated by the inclusion of gaseous nitrogen produced by the denitrifying 

bacteria in their voids [188], [189], [193], [196]. The partial induction of the saturation degree 

through the generation of biogas liquefaction susceptible soils, diminishing the excess pressure of 

pores and increases the capacity of load and shear resistance of the ground, which benefits the 

design of foundations and other structures directly [197]. 

It is clear that dynamic tests should measure liquefaction resistance. However, liquefaction in quasi-

static loading settings is significant for the reason that it might be a triggering factor for liquefaction 

or post-clearance flow failure in some conditions [2]. Notably, He, Chu and Liu [198] showed that for 

soil desaturation process, a reduction of 100% to 88% was obtained, showing an increase of 24 to 

61 kPa in the undrained shear resistance, a behavior of strain hardening for compression tests and a 

reduction of pore pressure. He and Chu [199]obtained similar results; He, Chu and Xin [200]; in 

Kavazanjian and O´Donnell [201], and He et al. [202]. He, Chu and Liu [198] also indicated that 

records acquired from triaxial compression experiments are compared with expressions suggested by 

Okamura and Soga [11] and Yang et al. [99], explaining the impact of the saturation degree on 

liquefaction resistance. However, making it clear that the choice of the coefficients will vary 

depending on whether the test is compression or extension. 

Therefore, to study the impact of soil desaturation on its liquefaction susceptibility He, Chu and 

Ivanov [14] performed 1 g vibration table experiments using a highly instrumented laminar box 

mechanism. In the assembly, denitrifying bacteria were used to generate bubbles in soil and to 

reduce the saturation degree of 100% in the sand to the range of 80 to 95%. Results of these tests 

presented that liquefaction happened in saturated specimens in loose conditions below maximum 

accelerations and in medium dense states under maximum accelerations of . Nevertheless, 

no liquefaction occurred for desaturated samples in the same relative density range and under the 

same input accelerations. It was observed that in most cases, the pore pressure relationships 

observed were less than 0.5, and settlements and volumetric deformations were considerably small. 

Facts indicate that biogas technique is effective in decreasing the saturation degree and liquefaction 
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susceptibility of soils. Comparable effects were achieved by He et al. [202] and Kavazanjian and 

O´Donnell [201]. 

Accordingly, Chu [185] developed scale experiments by means of a laminated box and a shaking table 

to produce dynamic loads in the soil and found out that with only 5% of gas included, the 

settlements developed in the specimen by the dynamic loads were reduced by 90%. Rebata-Landa 

and Santamarina [189] induced partial saturation conditions in different soil types (sands, silts, clay 

soils) by inoculation with Paracoccus denitrificans and a bacterial medium containing nutrients, 

including nitrates, and demonstrated that the presence of gas bubbles generates a decrease in the 

measured velocity of the P wave. He et al. [15] exerted shaking table scale models, finding that 

reducing the saturation degree from 100% to 90% by the biogas method significantly increases the 

liquefaction resistance. Also, they proved that the more nitrate is annexed to the soil, the lesser the 

saturation degree. Similar results are shown by He et al. [193], where they used the biological 

denitrification process to desaturate liquefaction susceptible soils and to show that the volume 

quantity of gas produced was linearly correlated to the extent of added nitrate, which clearly showed 

that the saturation degree of the sand could be controlled during the process. In this work, an 

instrumented laminar box was implemented to study the dynamic behavior of partially saturated 

specimens. It was shown that the susceptibility to liquefaction decreased (showing that pore 

pressure excess, volumetric deformation, and differential settlement were lesser than of 100% 

saturated samples) by reducing the saturation degree of the sample to 95% or less. 

Peng and Zhang [203] found that biogas (by Pseudomonas Stutzeri) can be generated when the 

temperature is between 4 ℃ and 30 ℃ and that the average rate of biogas generation increases 

along with the temperature. Dynamic tests were performed under an acceleration of 1 m / s2, and it 

was observed that the maximum values obtained from pore pressure excess for a sample subjected 

to partial induction of saturation degree (Sr = 85.2%) were significantly lower than those obtained for 

samples with a saturation degree of 100%. For the same magnitude of the acceleration, it was 

obtained that the surface settlements of the samples subject to the partial induction of the 

saturation degree (Sr = 85.2%) were approximately one third than those obtained in the samples 

with a saturation degree of the 100%, this after being applied the sine wave 5 times. Moreover, the 

exponential relation among volumetric strain and average pore water pressure ratio was calculated 

for full and partially saturated samples. Particularly, the volumetric strain for full saturation sand 

samples starts to increase at a more accelerating rate than partially saturated samples after the 

average pore water pressure ratio is upper than 0.2. 

Also, a method that combines biogas generation with biocement was developed by Sean O’Donnell 

[204]. This shows denitrification as a technique for the reduction of the liquefaction executed in a 

two-stage process, in which desaturation occurs in stage 1 and the precipitation of carbonates occurs 

in stage 2. P-wave velocity and dialysis bag measurements showed that desaturation developed 

rapidly after the onset of denitrification (one to three days). Subsequently, direct-shear cyclic tests 

were performed with different degrees of saturation, and it was shown that only a 3% reduction in 

the saturation degree resulted in an improvement of more than 40% in the cyclic resistance. The 

results mentioned before prove that if the production of gas from denitrifying microorganisms 

induces a degree of partial saturation of 97%, significant decreases in susceptibility to liquefaction 

are expected. Also, triaxial tests were performed with/without drainage and dynamic direct simple 

shear on the treated samples and improvements were observed in stiffness, resistance, and dilation 

with a carbonate content of less than 1%. On the other hand, it was perceived that the effect on the 

mechanical properties of the soil improved with increasing carbonate, regardless of the initial 

relative density or the soil type. Similar results from a two-stage process or a method that combines 



 

 

 

30 

 

biogas generation with biocement (using acidovorax sp. DN1) that can enhance the stability of the 

biogas bubbles in the sand is proposed by Li [205]. 

In Kavazanjian and O'Donnell [201], cyclic tests showed that decreases in the saturation degree by 1-

 3% lead to increases of more than 40% in liquefaction resistance. He et al. [202] concluded that the 

final wetting phase saturation degree is associated to the primary nitrate concentration 

implemented in the desaturation solution, i.e., the greater the nitrate concentration, the lesser the 

wetting phase saturation degree. It was found out by tomographies that gaseous phase of 

unsaturated soil is in the shape of small gas bubble bags that are slightly larger than a grain of sand. 

A permanence (long-term) problem of the gas bubbles in the improved soil was observed during 

ascending or horizontal mobilization of water, which is still the most influential characteristic for the 

field application of the method. In a flow analysis, similar to the one used by Yegian, Eseller and 

Alshawabkeh [8], it was proved that the gas phase in desaturated soils by biogas was consistent in 

hydrostatic state, but it turns into unstable under circumstances of constant flow; therefore, 

precautions must be taken to avoid constant water flow if it is implemented such a desaturation 

method. This is consistent with the observations of studies made by Li [205] and He [191] that 

proved that gas bubbles were consistent in hydrostatic conditions. However, gas bubbles in the sand 

were not consistent below upward, or downward water flows if bio-sealing was not implemented. 

Also, Sean O’Donnell [204], studied soil columns subjected to continuous flow and demonstrated the 

applicability of denitrification as a method implemented in two steps for the decrease of 

susceptibility to liquefaction. Finally, a test by Sean O’Donnell [204] presented that soil columns 

subjected to continuous flow showed the applicability of denitrification as a method implemented in 

two steps for liquefaction mitigation under field conditions. The results of the continuous column 

flow tests indicated that in-situ denitrifying organisms must be bio-stimulated. However, initial 

nitrate flow and concentrations are fundamental variables in the rate and magnitude of soil 

improvement through denitrification, because at higher concentrations and higher flow rates both 

excessive accumulations of nitrite and inhibition can contribute to the development of microbial 

growth. 

An evident problem is recognized in the experiment of the vertical or horizontal water flow on the 

permanence of the non-wetting phase bubbles in the unsaturated sand. He [191] perceived that for 

the creation of in-situ biogas by denitrifying bacteria, the nitrogen bubbles were not consistent 

during ascending or descending water flows with a hydraulic gradient equal to 0.1, and for a sand 

column assembly of 1 m in length. The bubbles generated in the samples dissipated after 2-4 days, 

which gradually increased the saturation degree of the mounts up to 100%. In order to develop 

additional technological solutions to guarantee the permanence(long-term) of sand partially 

desaturation below groundwater flows, it is proposed to combine the production of in-situ biogas 

with biosealing due to a small amount of biocement for stabilize the gas bubbles in the soil and 

generate the partial wetting phase saturation degree induction in the long term. Additional 

information about mitigation of susceptibility of sand liquefaction by means of the in-situ generation 

of biogas with biosealing is defined in work done by Li [205]. 

In addition to economic advantages of the biogas technique in comparison to the commonly used 

techniques, it is recognized that, since the viscosity of the mixture flow (microbes and nutrients) is 

low, the mixture can diffuse easily through the soil. Therefore nitrogen (inert gas chemically stable 

with a density similar to the air) bubbles can be evenly distributed. It is important to mention that 

generated gas bubbles had a small diameter which makes them difficult to dissolve in water and to 

flow out from the soil. This technique is energy efficient since no extraordinary energy expenditure 

mechanism is implemented in the method; it can reduce susceptibility to liquefaction without 
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altering soil skeleton due to excavations, it means that it generates minimum alterations of the place 

and can be implemented to existent and susceptible constructions [5], [186], [200], [206]. On the 

other hand, it is clear that various factors and incomplete reaction processes impact microbial 

methods are by can produce several toxic materials such as nitrite [14], [189]. Detailed information 

of limiting factors for microbial denitrification due to high nitrate concentration are mentioned in 

Van Paassen et al.,[207]. Limiting variables such as pH are mentioned in Saleh-Lakha et al.,[208], 

temperature effects are included in Stanford et al.,[209] and finally on the presence of oxygen in 

Saleh-Lakha et al.,[208]. 

Building materials biotechnologically developed and construction technologies through the 

application of microbiology have several advantages compared to conventional building materials 

and processes [210]. Dejong et al.[187] assumed standard of price, method implementation, and 

success ratio, and community recognition to estimate the potential of diverse biogeochemical 

methods. Between these methods, biogas obtained a good qualification and acceptance, indicating 

its high potential in its implementation. In general, biotechnology is used for the manufacture of 

building supplies due to the low cost of the raw materials, such as those resulting from mining or 

organic waste [190]; lower costs compared to products resulting from the chemical industry, due to 

less elaborate and more efficient technologies (less energy consuming) [187]; less toxicity of 

biomaterials than  those resultant from chemical materials [7]; and environmental sustainability of 

biotechnological production [196]. On the other hand, representative feature for example the low 

viscosity and the penetration capacity of this solution in the soil [185]; the versatility to define the 

speed of biochemical reactions by the mixture or characteristics of the biomass or enzyme [7]; the 

facility with which microbial cells self-multiply during the process[205] has excellent public 

acceptance related to minor environmental impacts of biotreatment rather than chemical treatment 

[187]. It should be mentioned that theoretically, a mixture of biotechnology treatments, 

biogeochemical and mechanical treatments can achieve higher efficiency values than those obtained 

by a particular category of soil improvement. However, it is clear that so far, a considerable amount 

of research has not been developed implementing combinations of the different methodologies. 

Therefore, it is necessary to study the modeling of biogeochemical processes due to the need for 

integrating biological and chemical components with modeling methodologies (mechanical and 

hydraulic).  Modeling methodologies that have been formulated in numerical modeling codes applied 

to geotechnics, and include formulations of finite elements and finite differences endorsed by the 

scientific community as well as the generation of a mathematical formulation (constitutive model) 

capable of describing the operation of soils treated with biotechnology. It is recognized that there are 

severe difficulties related to the modeling of spatial variability (micro-geochemical processes that 

occur at micrometric scale) of the microbes against the particles that compose the soil skeleton and 

the choice of an appropriate transition between discrete (represented by the microbes) and 

continuous (represented by the soil skeleton) scales versus the necessary velocity for the reactions 

and porosity values to occur, respectively [187]. 

Despite the above, there is no evidence of the industrial application of biogas as a liquefiable soils 

improvement technique. Little is known about the longevity of bubbles generated in the soil, 

numerical modeling, and evaluation of the area of influence of desaturation. However, recent studies 

indicate that the technique may be an adequate alternative compared to expensive and 

environmentally invasive generic techniques. The technique belongs to a young interdisciplinary 

field, and despite the unknowns, this technique must be taken in to account by the researchers. The 

technique of soil improvement through the generation of biogas requires significant advances in 

thematic issues related to system heterogeneity, soil phases and porosity, multistage flow and 
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variety of species. Each one of the topics already mentioned requires research, as both engineering 

and basic science were developed from their respective disciplines. 

2.5.4 Chemical method (chemical reactions) 

This technique uses a chemical compound that is the main ingredient of dental product "Efferdent", 

a compound that mainly reacts producing oxygen gases when contacted with water. This ingredient 

is called sodium perborate (48% Efferdent), which is a white crystalline powder, that crystallizes as 

monohydrate or tetrahydrate in water. When sodium perborate monohydrate ( ) makes a 

reaction when it comes into contact with water, it produces hydrogen peroxide ( ), which is a 

considerable fount of oxygen [13]. It is known that sodium percarbonate can dissolve in water with a 

defined solubility of 140 g /l at 20 °C. Besides, as a basic solution, it has a pH of 10.5 at a 

concentration of 1% at 20 °C, and eventually when it is injected into the porous media the pH of the 

groundwater increases. However, it is known that the pH in the porous media returns to its original 

level approximately four weeks after the reaction [19]. The sodium percarbonate that was used for 

the application to generate oxygen gas is commonly used in other applications. For instance, Sodium 

percarbonate is the primary constituent in the domestic cleaning agents, and it is generally employed 

because it is environmentally friendly and easy to apply without health and security concerns. 

Moreover, the injection of sodium percarbonate solution concentration is usually applied in the 

bioremediation of soils to remove organic contaminants [211]. As a consequence, the reaction of the 

sodium percarbonate solution through its transport in soil generates non-wetting phase bubbles that 

stay entrapped in the pore space, and induce the wetting phase partial saturation inside a defined 

zone, as follows in Figure 6. 

 

Figure 6 Sketch describing wetting phase induced partial saturation through transport and reactivity, 

modified from Gokyer [19]. 

Eseller-Bayat [212] induced different degrees of saturation by the generation of uniformly distributed 

gas bubbles (confirmed by wave measurements) with dispersed dry sand and Efferdent powder 

mixtures in predetermined amounts of water and proportions of Efferdent to sand. Also, the 

consequences of the gas bubble generation in the pore pressure were studied, performing dynamic 
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tests of simple shear and observing that the excesses of pore pressure generated never reached the 

initial liquefaction and, on the contrary, reached a maximum value that remained stable under the 

continuous application of shear strain cycles. In Eseller-Bayat et al. [13], cyclic tests were performed 

on totally saturated samples generating initial liquefaction. Moreover, samples of partially saturated 

sand with a saturation degree of less than 90% do not reach initial liquefaction. Similar results were 

found in Yegian et al. [8] for a saturation degree of 96.3%, and it was also concluded that for a 

defined wetting phase saturation degree and a particular shear strain amplitude, the higher the 

relative density, the lesser the maximum pore pressure value. For a particular saturation degree and 

relative density, the higher the deformation amplitude, the higher the maximum pore pressure. 

Besides, desaturation in sands can be prolonged in time even below gradients of pressure (flow) and 

a cyclic load at the base. Partially saturated samples were evaluated below hydrostatic conditions, 

vertical flow gradients and horizontal dynamic load at base showed a rise of a smaller amount of 

than 2% in the saturation degree, representing that a desaturation in sands can be invariably over an 

extended period, as also established by Okamura et al. [123]. 

Furthermore, Gokyer [19] investigated the theoretic fundaments of partial induction in the wetting 

phase saturation degree and developed a numerical approach for simulating the desaturation 

phenomena in the liquefiable soil, generated by the application of the theory of transport and the 

reaction of a chemical solution inside the pore spaces. The numerical solution was named SUTRA-

Bubble and is founded on a coupled partial differential equations system. The partial differential 

equation system characterizes a three-dimensional, transient, hydraulic non-linear flow, reactive 

chemical transport (advective-dispersive) coupled employing algebraic equations for describing the 

chemical kinetics, oxygen gas generation, and wetting phase saturation degree related decrease. The 

numerical model SUTRA-Bubble was validated by matching its results with experimental results. 

Mainly, a set of small and large laboratory scale tests were developed and related to a defined 

pressure and concentration of sodium percarbonate mixture injection inside a soil sample. Notably, 

the sodium percarbonate was selected to the application because of its gas generation reaction slow 

rate in water. The sodium percarbonate dissolves in water and dissociates into sodium and carbonate 

ions, as well as the hydrogen peroxide, which is the oxygen gas bubbles source, as follows in the 

related chemical expressions. 

 

  (9) 

 

  (10) 

 

The SUTRA-Bubble numerical results of the partial wetting phase saturation degree plume and the 

wetting phase saturation degree were comparable with the small and large laboratory scale tests 

results. Furthermore, to design an implementation program or methodology, the numerical model 

could be implemented for the study and design of in-situ application of the partial wetting phase 

saturation degree induction. Numerical model can be used for calculating the injection pressure and 

the time interval of a particular chemical solution concentration to generate the required degree and 

plume of partial wetting phase saturation degree and concentration of sodium percarbonate. The 

extension of the plume of the partial wetting phase saturation degree depends on the injection 

pressure during injection of the solution, and the values of the saturation degree obtained in the 
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partially saturated zone (the plume) are entirely dependent on the chemical solution concentration. 

The extension of the plume of the partial wetting phase saturation degree supports the analysis of 

the definition of the distribution or geometric separation of the injection points in the in-situ 

application of the method. It is necessary to reach a defined plume of the partial wetting phase 

saturation degree by means of the injection of a chemical solution concentration, for that reason, the 

gas generation must be slow enough to allow the injected solution to be transported without bubble 

clogging in the porous media [19]. 

Industrial application of chemical reactions techniques such as liquefiable soil improvement and 

evaluation of the area of influence of desaturation has not been reported yet. However, results of 

recent studies indicate that the technique may be an adequate alternative compared to expensive 

and invasive generic techniques that can damage the environment. It is known that the technique 

belongs to a young interdisciplinary field and that there are still unknowns that must be taken care of 

by researchers. 

2.6 REMARKS, LIMITATIONS AND KNOWLEDGE GAPS 
It has been shown that techniques to improve liquefiable soils using partial induction of saturation 

degree are effective. Due to the implementation of readily available equipment and overall results of 

methods, partial induction of saturation can offer significant savings compared to the commonly 

applied methodologies to mitigate liquefaction. Some of the parameters that revolve around 

methodologies are controlled and would allow a flexible implementation. Also, a given conformation 

of methods could be proposed as a combined system to improve effects on soil. 

Few systems to generate a partial induction of saturation degree have been designed, operated and 

monitored in the field, under different conditions. On-site performance data would be helpful to 

identify the advantages and limitations of the techniques, as well as a database to use as a guide for 

future systems. In order to have an efficient performance, it is essential to carry out a detailed 

geological and hydrogeological characterization before implementing partial saturation induction 

methods. Site characterization will also provide valuable information regarding the radius of 

influence or radius of desaturation. 

Partial induction of saturation degree is increasingly being studied due to its low cost and 

significantly reduced treatment time, compared to the high cost and prolonged treatment time 

associated with conventional remediation technologies. In general, acceptance of partial induction of 

saturation degree by regulatory agencies may happen when the subsequent requirements are met: 

(1) to control the saturation degree ; (2) homogeneity in the distribution of gas generated in the soil 

pores ; (3) gas bubbles longevity (this requires gases with low solubility, inert chemical features and 

consistency to remain trapped in the soil); (4) the estimation of the extension of desaturation plume 

produced by techniques; (5) cost-effectiveness when executed in large areas and small areas. 

Desaturation process for liquefaction mitigation is still a relatively new technology, and much more 

needs to be investigated and learned about how it works and how it can be better applied. Most of 

the laboratory work done till today includes simplifications that may restrict the applicability of the 

results to field situations. Additionally, field studies have not been monitored and documented 

enough to understand soil desaturation processes in depth. Consequently, many of the models 

developed by researchers so far, include idealistic simplifications or have not been validated with 

laboratory or field works. Therefore, in order to advance in the state of art of the techniques respect 

to partial induction of saturation degree, controlled laboratory and in-situ tests should be performed 

with the purpose to study a wide range of parameters controlled by operators, and specific 
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parameters depending on in-situ conditions. Finally, a complete evaluation of field systems to 

develop more realistic mathematical models (responsible for describing and predicting the behavior 

during desaturation application) should be done. 

It should be noted that air infiltration in saturated soils, desaturation and deformation are 

concurrent processes (the last two entirely dependent on the former). It is necessary to study 

processes of air infiltration in soils, using coupled infiltration-deformation methods that reflect 

variations of safety factors over time. The study of air infiltration in saturated soil and corresponding 

soil response through desaturation, deformations, and faults is a complex behavior since it is 

controlled by a large number of nonlinear variables associated with hydraulics, constitutive 

properties of soils and characteristics of the injected air. Being aware of the phenomena 

nonlinearities occurring in soil and the effect they have on human life, the study of improvement of 

liquefiable soils with the generation of gas bubbles becomes a subject of great interest and 

importance. It is necessary to clearly understand how this process of improvement, influences 

desaturation and deformation of soils, and in consequence, allows to decrease the susceptibility of 

liquefaction. 
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3 MULTIPHASE FLOW IN POROUS MEDIA MODEL 
DESCRIPTION 

A mathematical study of multiphase flow in soil is of broad relevance in several disciplines of science 
and engineering corresponding to hydrology and groundwater flow (infiltration and recharge, by 
precipitation, irrigation, or artificial recharge), oil and gas reservoirs, gas-liquid contactors, waste 
management (movement of pollutants with infiltration caused by landfills or fertilizers), 
biodegradation, and more [213]. Therefore, studies of flow and transport in the partially saturated 
soil are restricted to the capillary zone above the water table. In this work, just the standard 
mechanisms of biphasic flow are included, i.e., an incompressible and isothermal biphasic flow in 
homogeneous porous media with capillary effects. Another physical behavior like compressibility by 
pressure and phase changes by variations in temperature are not in the objectives of this work but 
are potential developments of the existing model. 

In this work, a mathematical model to simulate biphasic flow in porous media is defined as an 
alternative to solve a modified Navier-Stokes problem with the usually called Darcy– Forchheimer 
 law [214]. It is resolved the mass conservation of pore fluid problem for the non-wetting and wetting 
phase, where fluid velocities are stated through a generalization of Darcy´s law, as is presented by 
Van Dijke et al [215], Horgue et al [213], Ziagos et al [216] and Pinder and Gray [217]. This is because 
of some fundamental definitions to the mathematical modeling of these phenomena, for example, 
the phase saturation degree, non-wetting and wetting phase relative permeability functions, 
capillarity pressure models, and particular types of boundary conditions must be incorporated in the 
study. Complete states of the art of mathematical approaches scientifically available to resolve this 
kind of systems of partial differential equations can be found in Aziz and Settari [218], Gerritsen and 
Durlofsky [219]or Chen et al. [220]. 

Darcy’s law defines the equation of flow in saturated soil. Darcy’s law equation also applies for 
biphasic flow in partially saturated soils Fredlund and Rahardjo [18]. However, in partially saturated 
soils the permeability coefficient is different as the used for fully saturated soils, because it may be 
modified through the flow. The governing equations of flow in a partially saturated zone is derived by 
combining Darcy’s velocity equation with mass conservation of the pore fluid Bear [221]. Simulation 
methods for the flow of fluid in an unsaturated zone are all based on this governing equation. 

In the experimental setup for gas and water, gas enters from an injector inside the domain made of 
water and sand (soil skeleton). The incoming gas (the non-wetting phase) forces the water (the 
wetting phase) toward the outlet at the top boundary of the domain. At the inlet, the gas pressure is 
constant in time, and no water exits through the domain bottom. Neither the gas nor the water can 
pass through the base and the vertical walls. The water and gas pressures at the outlet are equal to 
zero. The domain has a total height of 30 m and a 30 m width.  

3.1 MATHEMATICAL MODEL 

3.1.1 Mass-momentum conservation equations 

The partial induction in the saturation degree by the air flow through air injection is treated as a 
biphasic flow problem. The mathematical model is established on Darcy's law for both the non-
wetting phase air, , and the wetting phase water, , as demarcated by the following expression: 
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(11) 

 

Considering a porous medium incompressible biphasic flow, the macro-scale balance equation for 
each phase  is as follows: 

 

 
 

(12) 

 

Where  is the total porosity;  is the saturation;  is time;  is the intrinsic permeability of the 
fluid  ;  is the relative permeability (a function of saturation for a given fluid);  is the 

fluid’s dynamic viscosity ;  is the fluid pressure ;  is the fluid density ;  is 
acceleration of gravity; and  is the coordinate (for example,  or ) of vertical elevation , or 

 is the depth of the reservoir.  is the phase velocity traveling through the cross-sectional area 
for pore fluid, that is part of the total area of the porous medium, and it is conditioned to the total 
porosity  and each phase saturation . The driving forces determine the phase velocity for the 
flow, namely the phase pressure and buoyancy forces, and by the phase mobility, that is the product 
of the intrinsic permeability , relative permeability  , and phase viscosity . Essentially, the 

permeability is a representative feature of the porous medium that reproduces the ease with a phase 
flows through the porous medium when it is fully saturated. Additionally, the relative permeability is 
a reduction factor for the permeability when partial saturation occurs in the porous medium. The 
concept of relative permeability describes the fact that immiscible fluids tend to interfere with 
another fluid as they flow through soil. The presence of one fluid in a given pore through which a 
second fluid is flowing will reduce the permeability of the medium to the second fluid [222]. Relative 
permeability is therefore closely related to the saturation degree of both phases, as illustrated as 
follows in Figure 7. 

 

Figure 7 Typical relative permeability curves [223] 

 

As shown in Figure 7, the sum of the two permeabilities is typically smaller than one, implying that 
there are pores containing fluid that do not contribute to flow [222]. The rapid decrease of , the 

relative permeability to the wetting phase, indicates that the larger pores (i.e., the higher volume of 
fluid) is occupied by the non-wetting phase first. As the , increases, the average pore size 
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saturated by the wetting phase becomes smaller, which also leads to an increase in , the 

relative permeability to the non-wetting phase [223]. In this context, the Viscosity affects the ease of 
phase flow and is defined by the temperature. The driving forces for the flow of a phase through the 
pore volume are a combination of phase pressure and density gradient as in the term of phase 
potential  that make part of the Darcy equation for each phase. The combined effects 
of interfacial tension and wettability, capillarity, relative permeability and grain size distribution on 
biphasic flow through a soil effectively cause the wetting fluid to be preferentially driven into the 
small pores of the medium, while the non-wetting fluid preferentially flows into the larger pores 
[222]. Biphasic flow in soil follows separate equations for the wetting phase, , and nonwetting 
phase, , fluids. Taking into account that an incompressible biphasic flow in a homogeneous and 
isotropic skeleton, the macro-scale mass balance equation for each phase  with the superficial 
velocity given by the generalized Darcy’s model reads: 
 

 
 

(13) 

 

 
 

(14) 

 

In this work, it is studied the flow of a non-wetting  phase and wetting  phase through the 
soil. The saturation, , varies from 0 to 1. Non-wetting and wetting phase saturations responds to 
the next expression for biphasic flow in a soil skeleton. Equations are combined with the constitutive 
relation: 

 

  (15) 

 

In relation to the capillary features related to the soil, there is no equilibrium among averaged 
pressure responses corresponding to the non-wetting and the wetting phase. In traditional biphasic 
flow in soil method, it is usually defined as macro-scale capillary pressure  function of the wetting 
phase saturation . However, is important to know that sometimes the capillary pressures for 
coarse-grained materials, as liquefiable sands, are negligible compared to wetting phase pressures, 
and flow mathematical models can be defined merely considering the advancement of the advective 
front [224]. The capillary pressure or suction  is commonly defined as the difference between the 
pressure of the non-wetting and wetting phases, then: 

 

  (16) 

 

The capillary pressure correlation and the saturation relationship eliminates two unknowns of the 
system and the mass conservation of the pore fluid equations read: 
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(17) 

 

 
 

(18) 

 

With  and  the system variables. The partial differential equation scheme defined by the mass 
conservation expressions has a lot of non-linearities since the implementation relative permeability 
functions   and . 

3.1.2 Model formulation 

The mass conservation of the pore fluid expressions is written in the form a pressure (the global mass 
conservation)–saturation system by summing Equations. The system then reads: 

 

 
 

(19) 

 

 
 

(20) 

 

Furthermore, it is essential to stabilize the non-wetting phase saturation expression (the one with 
temporal derivative) in the current method by including a stabilizing expression, , a little artificial 
diffusion that helps smooth the solution to the equation of balance for the non-wetting phase. (The 
notation, A , denotes the Laplacian of the non-wetting phase saturation degree). Magnitudes of  
are appropriately small to preserve the fundamental integrity of the presented non-wetting phase 
saturation degree partial differential equation. 

3.1.3 Implemented formulation 

To make simpler the formulation of the equations, the phase mobility  and the gravitational 

contribution  are included as follows: 

 

 
 

(21) 

 

 
 

(22) 

 

Although, that in the generalized Darcy’s law the expression  is satisfied, it is appropriate 
to disaggregate each phase influence respectively. Primarily, it is observed that intricate models 
including viscous resistance parameters between phases, for example, Raats and Klute [225], and 
Baveye and Sposito [226] can be functional with this generic approach. Moreover, supposing that the 
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capillary pressure merely is governed by the saturation degree of the wetting phase, the capillary 
term  can be redefined as: 

 
 

  
 

(23) 

 

A term that allows to reformulating the pressure equation as: 
 

 
 

(24) 

 

Alternatively, admits to redefine the pressure equation as a Poisson-type equation: 

 

 
 

(25) 

 

Also, the saturation degree of the non-wetting phase equation as: 

 

 
 

(26) 

 

3.1.4 Hydraulic Properties of Unsaturated Soils 

3.1.4.1 Relative permeability relationships 

Mathematical model includes the concept of effective saturation degree of the wetting phase that is 
a normalization of the wetting phase saturation degree, then: 

 

 
 

(27) 

 

Where  and  are the demarcated irreducible and minimal wetting phase and non-wetting 

phase saturation degree  and, correspondingly. In the present model,  and  are the non-

dimensional permeability functions for the wetting and the non-wetting phase, respectively. 

Typically,  and  are the function of two of three probable volume and mass features, called, 

the wetting phase saturation degree, void ratio, and volumetric wetting phase content [227], [228]. 

The relative permeability function of each phase takes a magnitude in the interval of 0 to 1, including 

both, and it is determined by the localized wetting phase saturation degree . This model proposes 

that the existence of additional fluid in the pore spaces of the soil decreases the pore space 
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accessible, and consequently, diminishes the permeability [217]. In a more complex examination, the 

permeability is supposed to be modified by the saturation degree and void ratio, but in the present 

analysis the hydraulic properties relative to the wetting and non-wetting fluid in Van Genuchten 

[229] retention model are the influence of saturation degree on permeability functions for wetting 

and non-wetting phase and are assumed as: 

 

 
 

(28) 

 

 
 

(29) 

 

Where  and  are the shape parameter of wetting phase permeability and the shape parameter of 
non-wetting phase permeability, respectively, and and  are the material parameters in the Van 
Genuchten [229] expressions. Corey [230] stated that two essential topics limit the effectiveness of 
defining relative permeability relations from the disposition of the pore sizes and  functions. 
They are: (1) the resulting definitions that are effective just for  a reduced amount of than 
approximately 0.85, for the reason that the water and retention records does not reproduce the 
disposition of the pore sizes at saturations near 1.0 ever since phase  is obstructed to flow into 
every zone of the porous medium at drainage process at this state; (2) the relative permeability 
functions are defined for an isotropic material. The relative permeabilities are scalar values that do 
not take into account the anisotropy, and it is because the moisture and retention information does 
not reproduce the properties in every direction of the porous material. 

Additionally, the material connectivity (between pores) fitting parameters,  and , have to be 
defined typically when experimental information of the functions of relative permeability are fitted. 
These material parameters reproduce the influence of the relationship concerning pore sizes and the 
ease (tortuosity) of the flow paths. Recognizing the information achieved from experiments of 
wetting phase flow for fifty samples, Mualem [231] stated that  generates a right adjust of 
the information, and this magnitude must be implemented as an original supposition when wetting - 
phase records are related. Furthermore, it is realistic to suppose that the tortuous trend tracked by a 
non-wetting phase will be slightly smaller than that tracked by the wetting phase because the non-
wetting phase does not have a tendency to follow the solid phase boundary or passing into the 
smallest pore spaces [217]. Then, the parameter  is estimated to be smaller than the parameter . 

For the non-wetting phase (air) - wetting phase (water) system, parameter  is suggested as 
a first supposition. A clear difference of the adjusted parameters from these suggested values is like a 
warning that shows that the  function is not an acceptable interpreter of the disposition of 
the pore sizes [232]. 
 

3.1.4.2 Soil-water Characteristic Curve and capillary pressure model 

The capillary pressure equation is founded on the concept of effective wetting phase saturation 

degree. Nevertheless, the macro-scale capillary pressure goes to high values(infinity) when the 

wetting phase saturation  have a tendency to  (and its derivative when  goes to  in 

the Van Genuchten equations [229]). To the application of the irreducible and maximal saturation in 

the model, it is defined the effective saturation for capillary pressure  as follows. 
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(30) 

 

The minimal  is a material parameter that must fulfill: 

 

  (31) 

 

In the Van Genuchten equations, the maximal saturation  must fulfill: 

 

  (32) 

 

The soil-water characteristic curve is demarcated as the connection among the volumetric wetting 
phase content or saturation degree and suction of the soil. The mechanics of a capillary zone shows 
that when the critical capillary pressure is reached for non-wetting phase entry into the porous 
medium, the non-wetting phase enters the pore space of the medium and the wetting phase 
saturation degree decreases to generate a partially saturated media. Then, the wetting phase 
saturation degree in this capillary area is connected to the capillary pressure. This relation is defined 
empirically by laboratory experiments on various categories of soils. The soil water characteristic 
curve can be defined as an extent of the water-holding or the storage capacity of the porous media 
as the volumetric water content fluctuates when it is exposed to different magnitudes of suction. In 
the formulation, the Van Genuchten [229] expression for the soil water characteristic curve is 
adopted: 
 

  (33) 

 

Finally, the dependence of capillary pressure on the saturation is assumed by the following equation, 

based on the Van Genuchten equation: 

 

 
 

(34) 

 

Where  and are material parameters and the expression  is supposed. 

 is the suction and  is the effective saturation degree for capillary 

pressure. Deriving the Equation, the capillary term in the pressure Equation and saturation Equation 

can be assumed as: 
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(35) 

 

3.1.5 Boundary and initial conditions 

Initially, the water follows the hydrostatic distribution, and the gas content is equal to zero inside the 

domain. Where  is the unit vector normal to the boundary. The boundary conditions allow the 

water to exit only from the top of the soil column. Because air enters at the column injector and exits 

in the top boundary, the boundary conditions for the non-wetting phase are: 
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4 ANALYSIS AND SIMULATION OF GAS INJECTION INTO 
A SATURATED MATERIAL 

The finite element mesh and the defined boundary conditions for the predictions are presented in 
Figure 8 and Figure 9, respectively. The concentration of grid nodes is great in the existing zone of 
the expanding non-wetting saturation degree plume and also near to the injector, where the non-
wetting phase saturation degree gradient is high (steepest). The domain Ω is defined properly to be 
the rectangular area, . 

 

 

 

Figure 8 (A) Domain finite element mesh, (B) two symmetrical injector’s scheme, and (C) finite 
element mesh near right injector. 

As is shown in Figure 9, a homogeneous soil rectangle with 30 m width and of 15 m depth is 
implemented in the predictions. A no-flow (undrained) boundary for the non-wetting phase is 
assigned at the bottom, and non-wetting phase flux is allowed on the lateral sides of the rectangle. 
Non-wetting phase flux is allowed at a depth of 6 m in the injector (A non-wetting phase well with an 
effective radius of 0.0005 m), and at the top of the homogeneous soil rectangle. The top of the 
rectangle is exposed to a non-wetting phase pressure equal to 0 kPa. The injector of 0.001m effective 
diameter at a depth of 6 m is subjected to variable injection pressure, less than the maximum 
theoretical air injection pressure in which the soil skeleton begins to be excessively disordered. 
Injector geometry was defined as constant since Marulanda [224] stated that the injector does not 
have a significant impact on the features of a non-wetting phase plume as long as the non-wetting 
phase is injected uniformly over a significant area of flow. The simulations of the injection process 
start from a fully wetting phase saturated condition where initial non-wetting phase saturation 
degree is equal to 0.0, and the matric suction  is the same along the rectangle and equal to 0 kPa. 
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At t=0, non-wetting phase begins to flow as a result of the pressure generated at the injector till 
pressure hydrostatic condition at injection point is exceeded. 

 

Figure 9 Boundary conditions 

In order to observe the impact of the hydraulic features on the equations, diverse magnitudes for the 
hydraulic parameters (Van Genuchten parameter , , the value of wetting phase permeability a, 
and coefficient of gas permeability b) were implemented in the predictions. Also, different 
magnitudes of injection pressures were considered to study the biphasic flow in the initially fully 
wetting phase saturated material system. The parameters for the soil–water characteristic curve (  
and ) were selected established on Lu and Likos [20], and they are presented in Table 1 and Table 2 
for the first and second group of simulations, respectively. These material parameters define diverse 
representative soils as sands  and  and and ), and silty sands 

( and  and  and ). 

Table 1 Hydraulic parameters, injection pressures, and permeability used for the first group of 

simulations. 

    b   

0.07 1.30 

1.00 

0.50 0.33 70 

 

0.10 2.00 1.00 0.50 

75 

80 

85 

0.12 4.00 2.00 0.80 90 

0.14 8.00 3.00 1.00 100 

 



 

 

 

46 

 

In the Table 1, underlined quantities are kept invariant while a group of predictions is being 
generated. For example when group of predictions  is generated (parameter 

and ), parameters , , , , 

and ; when group of predictions  is generated 

, parameters , , , 

, , and . 

Table 2 Hydraulic parameters, injection pressures, and permeabilities used for the second group of 

simulations, different injection pressures for four different soils. 

    b   

1 0.07 2.0 

3.00 0.33 70 - 100 

 

2 0.10 4.0  

3 0.12 6.0  

4 0.14 8.0  

 
Given the importance of the van Genuchten parameters, a very brief overview of the significance of 

 and  and some typical values for a group of soils of interest to air sparging will be provided here. 
Van Genuchten [229] presented a closed-form analytical equation that provides an adequate fit for 
measured soil water retention curves. The equation provides means of describing the relationship 
between the capillary pressure, , and the saturation, , of a given soil based on two fitting 
parameters, , and . Due to its simplicity, the Van Genuchten equation has been widely used in the 
modeling of unsaturated flow. The influence of the hydraulic material parameters implemented in 
the numerical predictions on the soil–water characteristic curve is shown in Figure 10, as follows:  
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Figure 10 Effect of the hydraulic parameters ,  and   on the soil–water characteristic curve 

and permeability function. 

Figure 10 is a schematic showing the significance of the variations of the Van Genuchten parameters. 
In Figure 10 the parameter  normalizes all soils to one same relative level. The larger the value of , 
the lower the plateau of the soil on the  relationship, and therefore the coarser the soil. The 
parameter  governs the symmetry of the water retention curve, as illustrated by Figure 10. The  
parameter is dimensionless, and its value varies from 0 to 8.5 in sands [20]. The lower the value of n, 
the higher the tendency of the soil to retain fluids by capillarity [233]. 

The material parameters essential for the mathematical model presented previously are shown in 
Table 3. The values in Table 3 associated to the physical properties of fluids come from the 
multiphase flow work of Hopman et al. [234], and all were related to a constant 20° C temperature, 
both for air and water. It is important to clarify that for these 

analysis , since these material parameters are defined 

from hysteretical processes and are difficult to obtain from literature. 

Table 3 Material parameters used in the air-water simulations. 

Variable Expression Description 

  Fluid density, wetting phase 

  Dynamic viscosity, wetting phase 

  Fluid density, non-wetting phase 

  Dynamic viscosity, non-wetting phase 

 0.34 Porosity 

 1.0 Maximum wetting phase saturation degree 

 0.0 Minimum wetting phase saturation degree 

 

It is important to clarify that in this work is developed an isothermal and incompressible two-phase 
flow with capillary effects analysis. However, in more complex multiphase flow analysis defined in 
the literature exist a series of connections between non-wetting phase density, non-wetting phase 
pressure, and temperature. Some of the relationships are:  

- Fluctuations of non-wetting phase density if the non-wetting phase pressure increases or 

decreases with the implementation of Boyle’s Law 

. 
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- Variations of non-wetting phase density if the temperature increases or decreases with the 

application of Charle’s Law . 

- Changes of pressure if the temperature (T) increases or decreases with the inclusion of the 

Gay-Lussac’s Law .  

Putting all three together, are defined as ideal gas laws for moist and dry non-wetting phase, both 
with the associated molecular weight of non-wetting phases, the gas constant and temperature 
changing in time. Additionally, the analysis of the multiphase flow in more rigorous approaches 
requires considering the following processes [235], [236]: 

- The advective flow of liquid water. 

- Advective and diffusive vapor flow. 

- Airflow of the gaseous phase by advection and diffusion. 

- The advective flow of air dissolved in water. 

- Conductive heat flow in all the phases of the System. 

- The flow of heat associated with the flow of the liquid. 

- The flow of heat associated with the flow of the gas phase. 

From the above processes, the equations of conservation of mass and energy are formulated 
obtaining a system of differential equations. Also, in this kind of formulation, equilibrium 
relationships between phases are defined and implemented [235], [236], some of these are shown 
below: 

- The balance between the liquid phase and the vapor phase (Kelvin equation or psychrometric 

equation), where the vapor pressure is expressed as a function of the temperature, suction, 

and density of the liquid. 

- Thermal equilibrium between the different phases at each point, so that any thermal 

imbalance between phases dissipates almost instantaneously. 

- The balance between the dissolved air and the air of the gas phase. 

- The balance between dissolved air and liquid (Henry's Law). 

- The balance between air and vapor of the gas phase (Dalton's Law), where the total pressure 

of the gas is equal to the sum of the partial pressures of the vapor and air. 

Within the framework of the mechanics of unsaturated soils, codes have been developed with a 
rigorous, multiphase flow approach that solves the non-isothermal multiphase flow coupled to 
deformations of the solid medium. These include: CODE-BRIGHT[237], COMPASS [238]and FADES 
[235]. But, these complex physical features such as phase changes or compressibility of phases are 
not in the scope of this thesis but are mentioned as possible further developments of the presented 
model. 
 
On the other hand, typical results for a first general prediction are presented below. The isocontours 
generated for this first case of analysis are shown. It is intended to show in some way the important 
behavior associated with the buoyancy forces, and the gradients of pressure that refer to the 
injected phase and its tendency to flow. 

In Figure 11 is shown an illustration of the plumes for a time history of the non-wetting saturation 
degree obtained by the simulations, and specifically for the soil number 2 in Table 2, for an injection 
pressure of . This illustration presents a change of the soil from an initial entirely wetting 

phase saturated condition (  to a partially saturated state, different to the corresponding 
hydrostatic condition near to the injector. Results for this test example shows the isocontours of the 
non-wetting phase saturation degree as a function of and  at t=9OO, 1800, 2700 and 3600 
seconds. The model is tracking the non-wetting phase saturation degree front. Because no injected 
non-wetting phase (air) has yet reached the drained zones, it is established that the volumetric 
content of moved wetting phase (water) is the same( since equations represent incompressible flow) 
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to the volumetric content of injected non-wetting phase (air) as is shown for t=9OOs and t=1800s. 
Also, the non-wetting phase and wetting phase saturation gradients are null at the drained zones at 
t=9OOs and t=1800, so the group of cells near the drained zone is simply there for determining the 
particular pressure gradients of wetting phase removal and for relevant features connected to the 
geometry of that zone. Non-wetting phase, infiltrating into the saturated soil, results in a decrease in 
saturation. This phenomena, consecutively, leads to alterations in pore water pressure (an increase 
in capillary pressure), an increase in the shear strength of the material and a decrease in the soil 
tends to liquefy. 

  

 

  

Figure 11 Temporal change in the non-wetting phase degree of saturation induced by air injection. 
Isocontours of predictions of distributions and magnitudes of desaturated zones for soil number 2, 

for an injection pressure of , at (A) t=9OOs, (B) t=1800s, (C) t=2700s, and (D) t=3600s. Distance 
in meters. 

In Figure 11 the mechanism driving the upward flow of a non-wetting phase is buoyancy. Buoyancy is 
typically described as a force acting upward, which occurs with the purpose of return a submerged 
body to an equilibrium state. The balance is lost when a form of a specified volume, with a different 
density than that of the surrounding wetting phase, is submerged and moves the wetting phase. The 
weight of the body is different from that of the equivalent volume of wetting phase displaced. 
Equilibrium is maintained by the presence of the buoyancy force, which is described by the 
expression . Due to the severe contrast among the densities of non-wetting phase 
and pore wetting phase, a non-wetting phase in the free field will then rise due to the difference 
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between the magnitudes of the upward buoyancy force  and the downward gravity force as 

shown in Figure 12. 

 

Figure 12 Buoyancy forces acting on a submerged bubble, internal force approach [224] 

 

Marulanda [224] explains that buoyancy forces occur nevertheless of the variety of submerged body 
(rigid or fluid), but are directly connected to its volume, and consequently will change with variable 
shapes. Changing volumes are inherent to the behavior of the non-wetting phase, thus leading to 
varying magnitudes of buoyancy forces. The example of a non-wetting phase bubble clearly describes 
this behavior. As the non-wetting phase bubble flow in a column of static water, for example, the 
surrounding hydrostatic fluid pressure reduces with decreasing distance to the phreatic surface. In 
order to balance the changes in external pressure, the pressure inside the non-wetting phase bubble 
needs to decrease, and this primary generates expansion of its volume. Buoyancy forces 
consequently increase, and the non-wetting phase bubble accelerates. It is essential to evaluate the 
effects of pressure gradients and buoyancy on the flow of injected non-wetting phase through the 
soil. Clayton [239] schematized some typical forms of the effects of buoyancy on the trends of 
development of flow during non-wetting phase injection, and it is presented in Figure 13. 

 

Figure 13 scheme of the differences in the amount of initial non-wetting phase invasion under 

conditions of a) no buoyancy; b) moderate buoyancy; and c) strong buoyancy [239]. 

 
In a homogeneous soil, with isotropic permeability, if the phase injected has the same density as the 
pore phase, then the buoyancy forces are equal to zero, and the injected phase spreads spherically 
from the injector, as shown in Figure 13 a). This explanation neglects pressure gradients occurring 
within the injected phase. As the density difference among the two phases (e.g., air-water systems) 
come to be larger, buoyancy forces are progressively more important, and non-wetting phase 
expansion tends to follow a more upward trend as presented in Figure 13 b) and c) [239], as results 
presented in Figure 11.  
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In the next segments, the argument proposes to explain a tendency in the biphasic flow behavior of 
material besides the relation among the simulation results and the theoretical information observed 
in the literature. Finally, in order to show the potential desaturated plumes of the two-dimensional 
injection analysis, the results of predictions will be presented, where the impact of the changing 
capillary pressure is also counted in. It is essential to clarify that isocountors presented in the Figures 
of the next chapter are generated all with a fixed zoom with a square shape and 8.8m side and left 
lower edge located in the coordinates x=10.6m and y=7.2m. 

4.1 PREDICTION OF A TWO-DIMENSIONAL MULTIPHASE FLOW 
PROBLEM 

4.1.1 First group of results of numerical simulations 

4.1.1.1 Effect of injection pressure 

The pressure of the non-wetting phase injected and predicted results of effective radius profiles, 
corresponding to six different injection pressures  and for 

a non-wetting phase injection time equal to 9OOs, 1800s, 2700s, and 3600s, are shown in Figure 14, 
respectively. First four injection pressures are less than the injection pressure suggested by Ogata 
and Okamura [171], for an injector at 6 meters depth, that is approximately equal to  (for a 

soil with a unitary weight of ). The fifth injection pressure is little higher than 
recommended by Marulanda [224], Okamura et al. [122], Ogata and Okamura [171], and Zeybek et 
al. [138], [166]. Moreover, the sixth injection pressure is much higher than the maximum injection 
pressure recommended in the literature. It is essential to mention that not all the injection pressures 
added to the parametric analysis correspond to one that will not produce destruction of the internal 
structure of the soil to be improved.  
 
However, it is decided to analyze these range of injection pressures and the isocontours of non-
wetting phase saturation degree with the objective of establishing whether the advance of the 
desaturation front has a behavior directly proportional to the increase in pressure or if this is done 
without any particular pattern.  
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Figure 14 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressures varying from 70 to 100kPa, and injection times equal to 900s, 

1800s, 2700s, and 3600s. 

It can be perceived from the Figure 14 that the higher the injection pressure, the more the increase 
of capillary pressure and the higher the effective non-wetting phase saturation degree radius after 
9OOs, 1800s, 2700s, and 3600s. Results obtained are similar to the results obtained in-situ through 
field monitoring on the impact of pressure and injection in a three-dimensional layered soil column 
by Okamura et al. [178]. Also, these results were confirmed numerically by Yasuhara et al. [126]; who 
investigated, in coupled conditions, the influence of the injection pressure on the wetting phase fluid 
pressure and the non-wetting phase saturation degree distributions in a homogeneous soil domain. 
It is perceived that variations of the injection pressure for fixed permeability values, constant 
material parameters, and variable injection times generate substantial increases in the advance 
lengths of the non-wetting phase, and it is perceived that the magnitudes of the penetration radius 
vary significantly with variations of the injection pressure for fixed times. From the previous, it can be 
seen that the injection pressure and time are fundamental variables within two-phase flow analysis.  

Commented the above and took into account that soil is formed in different phases that involve solid 
particles, liquids, and gases; it can then be inferred that in addition to the permeability of the soil, 
other factors such as injection pressure are essential in advance of the non-wetting phase. Since if 
the method is executed in moderately permeable soils, the advance of the non-wetting phase will be 
governed mainly by the injection pressure; as can be seen in the results obtained for the first case of 
analysis in the isocontours shown in Figure 15. In the analysis carried out to define Figure 15, the 
permeability parameter and hydraulic parameters associated with the material were kept constant, 
and the injection pressures of the non-wetting phase were varied according to that defined in Table 
1. 
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900s 1800s 2700s 3600s 

 

Figure 15 Temporal change in the non-wetting phase degree of saturation induced by air injection 
.Isocontours-distribution of plume expansion, taken from the corresponding injection pressures 

, and injection times equal to 900s, 1800s, 2700s, and 

3600s. Distance in meters. 

In Figure 15 the results obtained for this analysis shows the effect of the pressure on the method and 
the importance of overcoming the hydrostatic pressure at the injection points is also observed to 
have a more effective gas advance. This fact makes it visible that if the pressure with which the non-
wetting phase is injected is greater, the greater the advancement of this in the soil. It is observed 
that the advance of the expansion plume of the non-wetting phase that is injected occurs mainly in 
the vertical direction for injection conditions under relatively low pressures and close to the 
hydrostatic pressure at the injection point. However, under conditions of injection pressure of the 
non-wetting phase close to the injection pressure recommended by literature and above, it is 
observed from the isocontours that there is a predominantly vertical advance of the non-wetting 
phase injected (mainly due to the gravitational forces) and in the other hand a considerable advance 
in horizontal direction  and growing over time. It is expected from the phenomenon that for injection 
times of 1800s under a constant injection pressure of 100kPa the method begins to generate outputs 
of the non-wetting phase injected on the surface of the ground to be desaturated. In the same way, 
it is expected that for injection times of 2700s and 3600s under constant pressure of 80kPa and 
75kPa, respectively, it begins to generate non-wetted phase outputs injected on the surface of the 
ground to be desaturated. 

4.1.1.2 Effect of parameter  

The material parameter α is essential in the definition of the soil water characteristic curve since it 
approximates the inverse of the non-wetting phase entry pressure in the soil water characteristic 
curve [20]. High magnitudes of the non-wetting phase entry pressure are related to the small pore 
dimensions, and the small magnitudes of non-wetting phase entry pressures are related to large pore 
sizes. Therefore, high magnitudes for parameter α characterize coarse- granular soils as sands, and 
small magnitudes denote fine- granular soils as silts and clays [240]. The impact of diverse 
magnitudes for material parameter α in the soil water retention characteristic curve is observed in 
Figure 10. The material parameter α and predicted results of effective radius profiles, corresponding 
to four diverse magnitudes implemented for parameter α , 
to show its effect in the non-wetting phase injection-infiltration problem, and for an non-wetting 
phase injection time equal to 9OOs, 1800s, 2700s, and 3600s, are shown in Figure 16. 
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Figure 16 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressure , changing parameter 

, and injection times equal to 900s, 1800s, 2700s, and 

3600s. 

In Figure 16, it can be observed that after parameter α rises, the effective desaturation radius 
increases for the same time and the same assumed initial capillary pressure and the same material 
parameter . The previous results mean that soils with large magnitudes for material parameter α, as 
soils like sands, are estimated to be a reduced amount of wetting phase saturated than soils with 
small α values, as soils like silts and clays, at the same capillary pressure and the same non-wetting 
phase injection time. As a result, for the same injection pressure and permeability at the same time, 
faster non-wetting phase infiltrations can be expected for coarse-grained soils, as soils like sands, 
where parameter α is large. Although it is perceived that variations of the parameter  for fixed 
permeability values, constant injection pressures, and variable injection times generate relatively 
significant increases in the advance lengths of the non-wetting phase, it is observed that the 
magnitudes of the penetration radius do not vary significantly with variations of the parameter  for 
fixed times. From the previous, it can see that the injection time is a fundamental variable within 
two-phase flow analysis. 

Isocontours of predictions of the evolution in the wetting phase saturation degree for the variation of 
the material parameter  corresponding to four diverse magnitudes α  

, employing the ground model and parameters constrained 

as is explained in the Table 1 is shown in Figure 17  
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Figure 17 Temporal change in the non-wetting phase degree of saturation induced by air injection. 
Isocontours-distribution of plume expansion, taken from the corresponding injection pressure 

,variation of parameter   and injection 

times equal to 900s, 1800s, 2700s, and 3600s. Distance in meters. 

In Figure 17 it is observed from the isocontours that the advance of the expansion plume of the non-
wetting phase that is injected occurs mainly in the vertical direction (mainly due to the gravitational 
forces). Variations of the parameter   for fixed permeability 
values, constant injection pressures, and variable injection times generate relatively significant 
increases under high  values on the advance lengths of the non-wetting phase. It is observed that 
the shapes of the desaturation plumes do not vary significantly with variations of the parameter  
for fixed times. It is expected from the phenomenon that for the diverse values of parameter  and 
for injection times of 2700s and 3600s under a constant injection pressure of 90kPa the method 
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begins to generate outputs of the non-wetting phase injected on the surface of the ground to be 
desaturated for every value of  parameter evaluated. 

4.1.1.3 Effect of parameter  

The material parameter  makes an important role in the soil water characteristic curve and the 
relative permeability functions, for the non-wetting phase and wetting phase, respectively. 
Furthermore, the material parameter  is recurrently implemented to limit the material parameter 

, that is connected to the general proportion of the soil water characteristic curve and is expressed 

by the relation  [18]. The material parameter  is connected with the pore size 
distribution of the soil [20]. Then, the particle diameter arrangement of the material has a significant 
impact on the capillary pressure and the wetting phase saturation degree connection and the 
biphasic fluid flow. Pinder and Gray [217] stated that for well- sorted materials, materials that have a 
slight collection of particles, the capillary pressure, and the wetting phase saturation correlation is 
moderately flat. So, it means that flow process takes place quite abruptly over a small range of 
suction, but for a well-graded materials, a minor change zone is showed from partially saturated to 
saturated conditions because flow happens over a high interval of capillary pressures. The impact of 
diverse magnitudes for material parameter  in the soil water retention characteristic curve is 
observed in Figure 10. In Figure 10, minor magnitudes for material parameter  denote together, 
finer soils (i.e., silts and clays) and well-graded soils. In contrast, greater magnitudes represent 
together, coarser soils (i.e., sands) and well-sorted soils. Figure 18 describes for a constant injection 
pressure of 90kPa the predicted results of effective desaturation radius profiles, obtained during the 
infiltration process at times equal to 9OOs, 1800s, 2700s, and 3600s for different values of parameter 

. 

 
Figure 18 Plume effective radius or advance length, taken from the isocontour corresponding to 

, for injection pressure , changing parameter  

, and injection times equal to 900s, 1800s, 2700s, and 3600s. 

In Figure 18 a non-linear reaction in the profiles is perceived. For minor magnitudes, the predicted 
results of effective desaturation radius stay practically invariant, at the same injection pressure, and 
at any time when n , but when  increases  the predicted results of 
effective desaturation radius start grow rapidly for the same time and with time increases. For larger 

 values, however, the response is less different or less reversed since predicted results of effective 
desaturation radius increase slowly when  increases . A comparable tendency is 
perceived in the predicted results of effective desaturation radius profiles when  increases 
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, in which the predicted results of effective desaturation radius increase slowly but 
with a tendency to be approximately constant when  increases . These diverse 
reactions can be clarified by the primary wetting phase saturation degree  at the start of the 

injection process, specifically, . Additionally, the desaturation proportion is fast for materials 
with the small n magnitude where the primary saturation disposition along the column is high; as a 
consequence, the wetting phase pressure inside the pores is high. 

Isocontours of predictions of the evolution in the wetting phase saturation degree for the variation of 
the material parameter  corresponding to four diverse magnitudes , 
employing the ground model and parameters constrained as is explained in the Table 1 is shown in 
Figure 19. 
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Figure 19 Temporal change in the non-wetting phase degree of saturation induced by air injection. 
Isocontours-distribution of plume expansion, taken from the corresponding injection pressure 

,variation of parameter   and injection times equal 

to 900s, 1800s, 2700s, and 3600s. Distance in meters. 

 

From Figure 19 several responses are observed on the forms of the desaturation plumes that are 
defined for each of the injection times and the variation of the associated  parameter. For a value of 
the material parameter , an parabolic plume of desaturation is essentially invariable during a 
two-hour injection process. For an analysis associated with a  and  material parameter, 
desaturation plumes of an parabolic shape are observed, which mainly move in the vertical direction, 
to a lesser extent in the horizontal direction, and increase their influence area with the increase in 
the material parameter  from  to . On the other hand, for a value of the material parameter 

, a form of advancement of the plumes with a less marked parabolic shape is observed and 
tends mostly to generate a flow of the non-wetting phase that is somewhat symmetrical for 
injections of up to 1800s in duration. However, for injections from 2700s onward, asymmetric 
variations of the non-wetting phase and associated with gravitational forces are observed. It is 
expected from the phenomenon that for injection times of 2700s and 3600s, under a constant 
injection pressure of 90kPa, from material parameter n=2.0 to 4.0 the method begins to generate 
outputs of the non-wetting phase injected on the surface of the ground to be desaturated. 
Particularly for a value of the material parameter , under a constant injection pressure of 
90kPa and an injection time of 3600s the method begins to generate outputs of the non-wetting 
phase injected on the surface of the ground to be desaturated 

4.1.1.4 Effect of parameter  

The material parameter  is a crucial parameter in the characterization of the relative permeability 
equation. Greater material parameter  magnitudes generate more rapidly permeability falloff in the 
partially saturated condition, that is, the example of coarse-grained soils as sands. On the other 
hand, lesser  magnitudes characterize permeability equations for fine-grained soils as silts and 
clays. The impact of material parameter , i.e  in the effective 
desaturation radius profiles at times equal to 9OOs, 1800s, 2700s, and 3600s, are shown in Figure 20. 
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Figure 20 Plume effective radius or advance length, taken from the isocontour corresponding to 

, for injection pressure , changing parameter 

, and injection times equal to 900s, 1800s, 2700s, and 3600s. 

As is presented in Figure 20, once material parameter  rises, the effective non-wetting phase 
saturation degree radius decreases along the column. Although it is perceived that variations of the 
parameter  for fixed permeability values, constant injection pressures, and variable injection times 
generate decreases in the advance lengths of the non-wetting phase, it is perceived that the 
magnitudes of the penetration radius do not vary significantly with variations of the parameter  for 
fixed times. Additionally, isocontours of predictions of the evolution in the wetting phase saturation 
degree for the variation of the material parameter  corresponding to four diverse 
magnitudes , employing the ground model and parameters constrained as is 
explained in the Table 1 is shown in Figure 21. 
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Figure 21 Temporal change in the non-wetting phase degree of saturation induced by air injection. 

Isocontours-distribution of plume expansion, taken from the corresponding injection pressure 
,variation of parameter   and injection times equal 

to 900s, 1800s, 2700s, and 3600s. Distance in meters. 

In Figure 21 it is observed from the isocontours that the advance of the expansion plume of the non-
wetting phase that is injected occurs mainly in the vertical direction (mainly due to the gravitational 
forces). Variations of the parameter   for fixed permeability values, 
constant injection pressures, and variable injection times generate decreases under high  values on 
the advance lengths of the non-wetting phase. It is observed that the shapes of the desaturation 
plumes do not vary significantly with variations of the parameter  for fixed times. It is expected 
from the phenomenon that for the diverse values of parameter  and for injection times of 2700s 
and 3600s under a constant injection pressure of 90kPa the method begins to generate outputs of 
the non-wetting phase injected on the surface of the ground to be desaturated. 

4.1.1.5 Effect of parameter  

The material parameter  is related to the representation of the relative permeability expression 
associated with the non-wetting phase. Larger magnitudes for  produce more rapidly non-wetting 
phase permeability falloff in the partially saturated state, explicitly, the behavior related to coarse-
grained soils, as sands. The effect of material parameter , for example in 
the desaturation front radius profiles at times equal to 9OOs, 1800s, 2700s, and 3600s, are exposed 
in Figure 22.  
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Figure 22 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressure , changing 

parameter , and injection times equal to 900s, 1800s, 2700s, and 3600s. 

As is presented in Figure 22, once material parameter  rises, the effective non-wetting phase 

saturation degree radius slowly increases along the column, when  increases . 

Although it is perceived that variations of the parameter  for fixed permeability values, constant 
injection pressures, and variable injection times generate decreases in the advance lengths of the 

non-wetting phase when  increases , it is perceived that the magnitudes of the 

penetration radius do not vary significantly with variations of the parameter  for fixed times. 
Additionally, isocontours of predictions of the evolution in the wetting phase saturation degree for 
the variation of the material parameter  corresponding to four diverse 
magnitudes , employing the ground model and parameters constrained as 
is explained in the Table 1 is shown in Figure 23. 
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Figure 23 Temporal change in the non-wetting phase degree of saturation induced by air injection. 
Isocontours-distribution of plume expansion, taken from the corresponding injection pressure 

,variation of parameter   and injection times equal 

to 900s, 1800s, 2700s, and 3600s. Distance in meters. 

In Figure 23 two different responses of the non-wetting phase injection phenomenon on the 
expansion of the generated desaturation plumes are obtained. For low values of parameter 

, it is perceived that the non-wetting phase travels mainly in the vertical 
direction and to a lesser extent in the horizontal direction increasing in time. For high values of 

parameter , desaturation plumes with less pronounced parabolic forms and a 
less marked advance of the non-wetting phase in the vertical direction are obtained during times 

analysis. It is emphasized that for high values of parameter  no output would 
be expected on the surface of the soil to be improved from the non-wetting phase injected, even for 
injection times of 3600s, on the other hand, for low values of the parameter 

would be expected output on the soil surface of the non-wetting phase 
injected for injection times of 2700s and above. 

4.1.1.6 Summary 

The effect of the material parameters on the non-wetting phase injection-infiltration process is 
shown through the magnitudes of the effective desaturation radius profiles at times equal to 9OOs, 
1800s, 2700s, and 3600s (see Figure 14 to Figure 20). These figures show that material parameters  
and  devise a more significant influence on the proportion of the desaturation process once they 
are related to parameter , for the same injection pressure and the same permeability. In the case of 
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parameter , the effective non-wetting phase saturation degree radius is greater when  is greater; 
this is for the reason that greater material parameters  characterize coarser soils (sands). As 
parameter  decreases, the effective non-wetting phase saturation degree radius is short. Material 
parameter  expose an interesting influence (nonlinear) on the interval it takes the material to be 
partially desaturated. Initially, the effective desaturation radius state fundamentally invariant in time 
when , for the same pressure and the same permeability, but when  increases 

 the predicted results of effective desaturation radius start grow rapidly for the 
same time and with time increases. For larger  values, however, the response is less different or less 
reversed since it has a combined effect, namely, predicted results of effective desaturation radius 
increase slowly when  increases . A comparable tendency is perceived in the 
predicted results of effective desaturation radius profiles when  increases , in 
which the predicted results of effective desaturation radius increase slowly but with a tendency to be 
approximately constant when  increases . Higher magnitudes for  (sands) 
implicate a quick conversion among saturated and unsaturated conditions. The material parameters 

 and  do not have a significant influence on the desaturation proportion for the partially 
desaturated condition. 

The effect of the injection pressure on the two-dimensional biphasic flow analysis is projected by the 
reactions of the non-wetting phase injection-infiltration process and the effective non-wetting phase 
saturation degree radius in the soil column near the injector after 9OOs, 1800s, 2700s, and 3600s of 
injection. The influence of the injection pressure in the generation of the partial induction of the 
degree of saturation is shown in Figure 14. In this figure, once injection pressure rises, for the same 
permeability and material parameters the effective non-wetting phase saturation degree radius 
significantly increases faster. The influence of the injection pressure on the method and the 
importance of overcoming the hydrostatic pressure at the injection points are also observed to have 
a more effective non-wetting phase advance, being visible the fact that it is high the injection 
pressure with which the non-wetting phase is injected, the more significant the advance of this in the 
soil. 

The information presented here predict the influence of the hydraulic parameters in the injection 
issue founded on the non-wetting phase saturation degree and the effective non-wetting phase 
saturation degree radius. The material parameters of the soil associated with the biphasic flow 
presented in Table 1, and Table 3 were changed and kept invariant, respectively, through all the 
predictions. Even though the material parameters connected to the analysis may not be consequent 
with various hydraulic parameters showed in literature, they do indicate a tendency that offers 
valuable evidence on the coupled biphasic flow performance of materials, which is the primary idea 
of this parametric analysis. Furthermore, the records of the parametric exploration demonstrate the 
relation of the biphasic flow performance of saturated and partially saturated soil on the hydraulic 
parameters. In this research, the impact of the hydraulic parameters on the desaturation of the soil 
due to the injection was considered. In the works to come, it is required some research on the 
impact of the constitutive parameters of the material, e.g., viscoplastic parameters, by 
recommended mathematical methods with a multiphase coupled elasto-viscoplastic approach show 
in literature. It is since the occurrence of the surface deformation, and the strain concentration on 
these materials and desaturation process have to be discussed mainly concerning the injection 
pressure, the effective non-wetting phase saturation degree radius, and the wetting phase and non-
wetting phase permeability of the material (both subject to changes in void ratio. In the works to 
come, it is essential for the confirmation of the desaturation methods to perform experiments on 
injection in saturated-unsaturated materials with whole instrumentation and calibration of the 
hydraulic and the deformation features. 
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4.1.2 Second group of results of numerical simulations 

The influence of injection pressures on the features of the non-wetting phase flow was, therefore, 
one of the major motivations of this research. Injection pressure is one of the parameters governing 
the behavior of the non-wetting phase injected into porous media. It has been suggested that 
increasing the non-wetting phase injection pressure above the injector, leads to a rise in air channel 
density, and therefore to a rise in non-wetting phase saturation degree within the boundaries of a 
non-wetting phase plume [241]–[243]. This presumed influence was quantified, and a systematic 
study of the effects of increasing non-wetting phase injection pressures is shown in terms of effective 
desaturation radius. First four injection pressures are less than the injection pressure suggested by 
Ogata and Okamura [171], for an injector at 6 meters depth, that is approximately equal to  

(for a soil with a unitary weight of ). The fifth injection pressure is little higher than 
recommended by Marulanda [224], Okamura et al. [122] and Zeybek et al. [138], [166] Moreover, 
the sixth injection pressure is much higher than recommended in the literature. It is important to 
note that not all the injection pressures added to the parametric analysis correspond to one that will 
not produce destruction of the internal structure of the soil to be improved.  
 
However, it is decided to analyze these range of injection pressures and the isocontours of non-
wetting phase saturation degree with the objective of establishing whether the advance of the 
desaturation front has a behavior directly proportional to the increase in pressure or if this is done 
without any particular pattern. 
 
 The pressure of the non-wetting phase injected and predicted results of effective radius profiles, 

corresponding to six different injection pressures , for a 

non-wetting phase injection time equal to 9OOs, 1800s, 2700s, and 3600s and for four different soils 
presented in Table 2 is shown in Figure 24 to Figure 31, as follows. 

 

Figure 24 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressures , for Soil number 1 in 

Table 2, and injection times equal to 900s, 1800s, 2700s, and 3600s. 

In the Figure 24 the comparison of the non-wetting injection pressures 

 and the effective desaturation degree profiles at the 

time intervals 900s, 1800s, 2700s and 3600s, for the soil number 1 ( ) 
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presented in the Table 2, are shown. This figure also includes soil parameters. The effective 
desaturation radius starts increasing slowly for lower injection pressures and is slightly different after 
the a time interval of 900s, but these difference growths with the rise in the time after the interval of 
1800s to 3600s. The larger the effective desaturation radio profiles are obtained for the higher non-
wetting phase injection pressure. Comparable conclusions can be achieved from the effective 
desaturation radius profiles that are shown comparatively in Figure 14. Isocontours of predictions of 
the evolution in the non-wetting phase saturation degree for the variation of the non-wetting 

injection pressures , for the soil number 1 

( ), employing the ground model and parameters constrained as is explained 
in the Table 2 is shown in Figure 25  
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Figure 25 Temporal change in the non-wetting phase degree of saturation induced by air injection 
.Isocontours-distribution of plume expansion, taken from the corresponding injection pressures 

, for the soil number 1 ( ) in Table 

2 and injection times equal to 900s, 1800s, 2700s, and 3600s. Distance in meters. 

In Figure 25 the results obtained for this analysis shows the effect of the pressure, the intrinsic 
permeability on the method and the importance of overcoming the hydrostatic pressure at the 
injection points is also observed to have a more effective gas advance. This fact makes it visible that 
if the pressure with which the non-wetting phase is injected is greater, the greater the advancement 
of this in the soil. It is observed that the advance of the expansion plume of the non-wetting phase 
that is injected occurs primarily in the vertical direction for injection conditions under relatively low 
pressures and close to the hydrostatic pressure at the injection point. However, under conditions of 
injection pressure of the non-wetting phase close to the injection pressure recommended by 
literature and above, it is observed from the isocontours that there is a predominantly vertical 
advance of the non-wetting phase injected (mainly due to the gravitational forces) and in the other 
hand a considerable advance in horizontal direction and growing over time. It is expected from the 
phenomenon that for injection times of 3600s under a constant injection pressure of 90kPa or 
100kPa the method begins to generate outputs of the non-wetting phase injected on the surface of 
the ground to be desaturated. 

In the Figure 26 the comparison of the non-wetting injection pressures 

 and the effective desaturation degree profiles at the 

time intervals 900s, 1800s, 2700s and 3600s, for the soil number 2 ( ) 
presented in the Table 2, are shown.  
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Figure 26 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressures , for Soil number 2 

inTable 2, and injection times equal to 900s, 1800s, 2700s, and 3600s. 

It can be perceived from the Figure 26 that the greater the injection pressure, the additional the 
increase of matric suction and the higher the effective non-wetting phase saturation degree radius 
after 9OOs, 1800s, 2700s, and 3600s. It is perceived that variations of the injection pressure for fixed 
permeability values, constant material parameters, and variable injection times generate substantial 
increases in the advance lengths of the non-wetting phase, and it is perceived that the magnitudes of 
the penetration radius vary significantly with variations of the injection pressure for fixed times. 
From the previous, it can be seen that the injection pressure and time are fundamental variables 
within two-phase flow analysis. 

In the Figure 27 the comparison of the non-wetting injection pressures 

 and the effective desaturation degree profiles at the 

time intervals 900s, 1800s, 2700s and 3600s, for the soil number 3 ( ), 
presented in the Table 2, are shown.  
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Figure 27 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressures , for Soil number 3 in 

Table 2, and injection times equal to 900s, 1800s, 2700s, and 3600s. 

From Figure 27, it is possible to see two different responses in the injected pressures and the 
effective desaturation radius along the surface. In the cases when the injection pressures after 900s 
are plotted the effective desaturation radius are clearly defined, since it increases with the increase 
of injection pressures and during the same time injection. For the cases of injection times of 1800s, 
2700s and 3600s the effective desaturation radius increase with considerable pressures during the 
injection time, but almost at three cases reaching or generating the same non-wetting saturation 
degree at the surface. Previous can be explained or related to values of high permeabilities that 
control the injection phenomena. This trend for large permeabilities shows that the non-wetting 
phase flow in this kind of soils is mainly developed by a vertical gradient generating a defined upward 
trend in the flow. Isocontours of predictions of the evolution in the non-wetting phase saturation 
degree for the variation of the non-wetting injection pressures 

, for the soil number 3 ( ), 

employing the ground model and parameters constrained as is explained in the Table 2 is shown in 
Figure 28. 
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Figure 28 Temporal change in the non-wetting phase degree of saturation induced by air injection 
.Isocontours-distribution of plume expansion, taken from the corresponding injection pressures 

, for the soil number 3 ( ) in Table 

2 and injection times equal to 900s, 1800s, 2700s, and 3600s. Distance in meters. 
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In Figure 28 it is observed that for soils with relatively high permeabilities, fast flows of the non-
wetting phase injected are given. Fast flows for injections of 900s of duration typically reach the 
surface of the ground and begins to leave even for the lowest pressures of injection of the non-
wetting phase. It is observed that for injection times of 1800s or greater the non-wetting phase area 
affected by the desaturation plume does not extend or does not change significantly in form (length). 
However, internally the isocontours associated with the magnitudes of the non-wetting phase 
saturation degree increases in magnitudes mainly in areas near the injector and these plumes tend to 
maintain mainly vertical flow. This in some way represents certain ease to flow from the non-wetting 
phase in the vicinity of the injector, because in those plumes the observed contents of the non-
wetting phase as pore fluid are more significant for injection times of up to 3600s. 

 

Figure 29 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressures , for Soil number 4 in 

Table 2 and injection times equal to 900s, 1800s, 2700s, and 3600s. 

From Figure 29, it is possible to see one response in the injected pressures and the effective 
desaturation radius along the surface. In generally when results after 900s, 1800s, 2700s, and 3600s 
are plotted the effective desaturation radius increase with large pressures during the injection time, 
but at four cases reaching or generating the same non-wetting saturation degree at the surface. The 
previous result that can be explained or related to values of high permeabilities that control the 
injection phenomena. This trend for large permeabilities shows that the non-wetting phase flow in 
this kind of soils is mainly developed by a vertical gradient generating a defined upward trend in the 
flow. Isocontours of predictions of the evolution in the non-wetting phase saturation degree for the 

variation of the non-wetting injection pressures , for the 

soil number 4 ( ), employing the ground model and parameters constrained as 
is explained in the Table 2 is shown in Figure 30. 
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Figure 30 Temporal change in the non-wetting phase degree of saturation induced by air injection 
.Isocontours-distribution of plume expansion, taken from the corresponding injection pressures 

, for the soil number 4 ( ) in Table 2 

and injection times equal to 900s, 1800s, 2700s, and 3600s. Distance in meters. 

In Figure 30 it is observed that for soils with high permeabilities, fast flows of the non-wetting phase 
injected are given. Fast flows for injections of 900s of duration typically reach the surface of the 
ground and begins to leave even for the lowest pressures of injection of the non-wetting phase. It is 
observed that for injection times of 900s or greater the non-wetting phase area affected by the 
desaturation plume does not extend or does not change significantly in form(length). However, 
internally the isocontours associated with the magnitudes of the non-wetting phase saturation 
degree increases in magnitudes mainly in areas near the injector and these plumes tend to maintain 
mainly vertical flow. This in some way represents certain ease to flow from the non-wetting phase in 
the vicinity of the injector, because in those plumes the observed contents of the non-wetting phase 
as pore fluid are more significant for injection times of up to 3600s. 

To observe the impact of the permeabilities on non-wetting phase flow and the effective 
desaturation radius, diverse conditions are predicted. The predicted cases are presented in Table 2. 
The predicted cases contain some diverse mixtures of intrinsic permeabilities and hydraulic 
parameters for the typical soils. In Figure 31 four different desaturation trends are included to 
present the impact of the injection pressure on the non-wetting phase infiltration problem into 
saturated and partially saturated different soils. 
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Figure 31 Plume effective radius or advance length, taken from the isocontour corresponding to 
, for injection pressure , for four different Soils 

in Table 2, and injection time equal to 1800s. 

Figure 31 shows the contrast of the injection pressure profiles at the end of the diverse injection 
configurations and for intrinsic permeabilities, namely, 

( ). After this figure, it is 
probable to see two different reactions in the injected pressures and the effective desaturation 
radius along the surface. In the cases when the injection pressures are large and the permeability, i.e. 

( , the effective desaturation radius are clearly defined, 
since it increases with the increase of injection pressures and during time injection. For the cases of 

permeabilities, i.e.,  the effective desaturation radius 
increase with large pressures during the injection time, but almost both reaching or generating the 
same non-wetting saturation degree at the surface. The previous result of that can be explained or 
related to values of high permeabilities that control the injection phenomena. This trend for large 
permeabilities shows that the non-wetting phase flow in this kind of soils is mainly developed by a 
vertical gradient generating a defined upward trend in the flow. Isocontours of predictions of the 
evolution in the non-wetting phase saturation degree for the variation of the non-wetting injection 

pressures , and for intrinsic permeabilities, namely, 

( ), employing the ground 
model and parameters constrained as is explained in the Table 2 is shown in Figure 32. 
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Figure 32 Change in the non-wetting phase degree of saturation induced by air injection. 
Isocontours-distribution of plume expansion, taken from the corresponding injection pressures 

, for intrinsic permeabilities, namely, 

( ) in Table 2 and injection 
time equal to 1800s. Distance in meters. 
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In the cases where the injection pressure was varied, an injection duration of 1800s was set, and the 
intrinsic permeability was changed for the prediction of the plumes for four different soils, it was 
possible to observe the importance of this last parameter for the processes of injection by the 
desaturation method proposed by Okamura. The graphs shown (See Figure 32) that this property 
provides the soil with the ability to transmit fluids within it and according to the results obtained, the 
more permeable the soil to which the injection is made, the higher the filtration; or in this case, the 
advance of the desaturation plumes within its structure. Typically, the shape of the desaturation 
plume in the predictions was approximated to a cone-shaped zone as is presented by Nyer and 
Sutherson [216] or a by a parabolically shaped zone as is presented by Reddy et al. [164] and by Chen 
et al.[244]. Additionally, it is perceived that the dimensions of the desaturation plume are 
substantially dependent on soil features, injection pressure, and depth of injector as Reddy et al., 
[164]stated. 

Moreover, the predictions are similar to Elder and Benson [245] work that described that 
desaturation plumes have a tendency to develop in soil with a V-shaped form at low non-wetting 
phase injection pressures and have a tendency to develop in soil with a U-shaped form at high non-
wetting phase injection pressures. The researchers proposed that the variation in plume geometry at 
high non-wetting phase pressures specify that desaturation plumes increase as the non-wetting 
phase is injected from the tip since the proportion of pneumatic to buoyant forces rises. Also, 
predictions results are consequent with Reddy and Adams [169] that described desaturation plumes 
with parabolic shapes for coarse-grained materials as uniform and homogenous sands, soils typically 
associated to be susceptible to liquefaction. The extent of the desaturation plume in the predictions 
shows an increasing response with reducing the intrinsic permeability and increasing tortuosity. 
Tighter desaturation plumes were perceived for high intrinsic permeability, in relation to the low 
resistance to be developed the non-wetting phase flow as is presented by Reddy and Adams [169]. 

It is crucial to relate isocontours of temporal variations in desaturation plumes showed in Figure 15, 
Figure 25, Figure 28 and Figure 30 with the work of Lundegard and Andersen [246] that observed 
from the desaturation plume that changes through the development of non-wetting phase injection 
occurs. Researchers defined three crucial stages during the method implementation. The first is 
called the expansion stage, described by a preliminary transitory interval where the desaturation 
plume associated with the evolution of the non-wetting phase in together vertical and horizontal 
ways. The second a collapsed stage that besides transitory through a decrease of the lateral extent of 
non-wetting phase ways happens it is more clear to be defined from soils with high intrinsic 
permeability. Also, the third that is a steady-state stage, stage defined by behavior that remains 
practically stationary, if non-wetting phase injection features are set as invariant. 

4.1.3 Comparison with experimental results 

Experimental information developed at scale level in a laboratory or in-situ test of air injection into 
saturated soils are unusual, expensive, relevant, and can be used as input information for numerical 
models analysis. These kinds of data let the adjustment and corroboration of numerical models 
employed to examine the behavior of saturated and partially saturated soils during multiphasic flow. 
Okamura et al. [126] executed a remarkable laboratory study and generated measurements of 
nominal rates, magnitudes of the soil desaturation induced by air injection developed with two types 
of soil boxes (small and large). Furthermore, the distributions of the desaturated zones within the 
soil, immediately and constantly throughout the air injection process were determined. The recorded 
information shows that, even though there is a visible relation on the physical characteristics of 
selected materials, the advancement of the non-wetting phase front is intensely restricted by the air 
pressures at the injector, and the material ability to allow fluids to pass through it.  

In addition, numerical predictions were developed via multiphase flow software to characterize the 
advance of the desaturation front, and to explore the availability of the formulation in the tool 
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(biphasic model in TOUGH2 [167]), allowing the prediction of the advance of the non-wetting phase 
at a particular place in situ to be monitored in time and space. Predictions showed by Okamura 
demonstrate a reasonably good adjustment with laboratory experimentation concerning the rates, 
magnitudes, and distribution of the non-wetting phase especially for the small-box tests, while 
simulations of the non-wetting phase front somewhat exaggerate the quantities associated to the 
large-box tests. Therefore, Okamura et al. research shows that the predictive model defined is 
appropriate to explore some field analysis when the soil characteristics concerning flow transport are 
well-represented. 

Some of the experimental results of air injection into a fully saturated model (small and large box) 
ground that was created with Toyoura sand are adopted. Large box experimental results are used to 
compare among numerical predictions achieved by a biphasic flow defined in this dissertation, and 
solutions by means of the finite element analysis method.  

The laboratory test results were achieved by Okamura et al. [126] by executing fully saturated 
homogeneous column (small and larger) tests of coarser soil exposed to air injection. Tests were 
developed under conditions of allowed flow of water and air at the top of the column, initial wetting 
phase hydrostatic distribution for pressure, and air injection into the ground with inlet ports situated 
on the center-bottom of the box. The injection tests were piloted in a two different soil column 
apparatus characterized by Okamura et al. [126]. The large apparatus contained a transparent acrylic 
cylinder 0.9 m high, 1.72 m width and 0.60 m depth for retaining the soil, as shown in Figure 33. Time 
domain reflectometry (TDR) probes were introduced inside the box and used in the tests to define 
local and temporal variations on wetting phase saturation degree. Injection process at a defined 
pressure and duration were executed to the model ground at the injector. A wetting phase pressure 
instrument is placed above the model ground to continually define the behavior of the water level 
modified by the advance of the non-wetting phase front. 

 

 
Figure 33 Sketch of the injection apparatus (a) small, (b) large, and (c) focused view of the inlet for air 
injection: for the large one, local wetting phase saturation degrees are measured by TDR probes 
(presented by black circles) and additionally at the locations (A)–(D), temporal changes in saturation 
are continuously measured. Taken from Okamura et al. [126]. 

Results of large soil column constructed with Toyoura sand are showed at this point. Laboratory 
experimentation was defined from a wetting phase hydrostatic condition with the water level 
situated at the top of the soil column. Tests are piloted at periodically incremented non-wetting 
phase pressures, variating from 10 to 15 kPa, and TDR probes measure time-dependent 
developments with spatial distributions of the saturation degree. Air injection is applied to the 
column for 5500 seconds; the results of the experiments are shown in Figure 34. Furthermore, 
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variations in air injection pressure, airflow rate per unit depth, and saturation degree at the positions 
(A), (B), (C), and (D), defined in the Figure 33, are showed in Figure 34. Flow rates at (A), (B), (C), and 
(D) are measured by the flow meter connected in injection conduct near and before the injection 
ports and presented in Figure 35 

 

Figure 34 Distributions of saturation evaluated by TDR probes within the large-container ground at 

(a) 1500, (b) 3000, (c) 4200, (d) 5500 and (e) 6000 seconds (note that one half domain is shown). 

Taken from Okamura et al. [126]. 
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Figure 35 Changes in (a) air pressure injected and air-flow rate per unit depth and (b) degree of 
saturation with time for the large-container experiments under air pressured 10–15 kPa. Taken from 
Okamura et al. [126]. 

4.1.3.1 Simulation of a homogenous soil column 

Equivalent boundary values as the implemented in the laboratory test and simulations presented in 
Okamura et al. [126] are adopted for the numerical predictions in this analysis. A triangular element 
column (0.6 m high and 1.72 m) mesh with one homogenous layer, and a drained boundary at the 
top is applied as the analysis domain. The depth dimension of the column is not included in this 
analysis because the non-wetting phase pattern can be studied in a two-dimensional domain with a 
transversal section crossing the injector. Soil column finite element mesh is shown in Figure 36. The 
required soil particles parameters for the material behavior, wetting and non-wetting phase essential 
for the numerical model in addition to the constitutive expression that describes the suction- 
saturation characteristics that are included in the predictions are listed in Table 4. 

 

Figure 36 Finite element mesh and boundary conditions. 

Table 4 Material and hydraulic parameters used for the numerical simulations. 

Variable Expression Description 

  Fluid density, wetting phase 

  Dynamic viscosity, wetting phase 

  Fluid density, non-wetting phase 

  Dynamic viscosity, non-wetting phase 

 0.421 Porosity 

 1.0 Maximum wetting phase saturation degree 

 0.155 Residual wetting phase saturation degree 

  Van Genuchten Alpha parameter 

 8.696 Van Genuchten n material parameter 
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Variable Expression Description 

 0.50 Parameter of coefficient of wetting phase permeability 

b 0.33 
Parameter of coefficient of non-wetting phase 
permeability 

  Intrinsic permeability 

 

4.1.3.2 Results of the simulations 

The predicted wetting phase saturation degree isocontours achieved in the numerical simulation at 
defined injection pressures as presented in the laboratory test results are exposed in Figure 37. 
Isocontours represent the wetting phase front distribution with the time. Predictions of the 
distributions of the wetting phase saturation degree at times (a) 1500, (b) 3000, (c) 4200, (d) 5500 
and (e) 6000 seconds (note that one-half domain is shown) are presented. When air injection starts 
the wetting phase saturation degree decreases for the sand notably in depths relatively close to the 
injector; this tendency progressively growths upward through the sand layer as the non-wetting front 
increases. 
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Figure 37 Comparisons of magnitude and distribution of desaturated zones among measurements 
and predictions. Taken from Okamura et al. [126], and complemented with predictions developed in 
this thesis. 

 

Figure 38 Comparisons of the wetting phase saturation degree among measurements and 
predictions with one-fold horizontal permeability against vertical value developed by Okamura et al. 
[126], and predictions developed in this thesis. 

When laboratory test and simulation results taken from Okamura et al. [126] are compared with 
these thesis predicted results, it is exhibited that the numerical analysis captures the subsequent 
features perceived in the laboratory test and predictions developed with TOUGH2: (1) wetting phase 
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saturation degree decreases primarily near the injector and progressively decreases upward in the 
soil column while the air infiltrates by generated gradients in the non-wetting phase pressure, and 
buoyancy; (2) wetting phase saturation degree is lower and the non-wetting phase flow is faster 
when the injection pressure of the air is higher; (3) wetting phase saturation degree decreases and 
represents the advance of the non-wetting phase front that even after 5500 seconds of air injection 
did not reach the vertical walls inside the domain; (4) even though the air flow throughout the 
prediction was fast in comparison with the registered in the laboratory test, the closing results were 
near to the state measured at the laboratory. 

Although the same pressures, permeabilities, and soil water characteristic curves comparable to the 
informed on the laboratory test were implemented for the prediction, a time delay during the 
advance of the non-wetting front in the laboratory test compared with air injection prediction 
developed in this work. This lag in advance of the non-wetting phase front can be described primarily 
by the uncertainty associated with the soil water characteristic curve and permeabilities that are 
significantly related to the void ratio. Additional precise data related to the soil water characteristic 
curve and permeabilities are essential to generate more rigorously predictions. In the future, it is 
essential to take in to account the importance of the laboratory measures connected to phase flow 
and deformation associated to the saturated-unsaturated behavior of the soils in the development of 
the predictive models with the purpose of comprehending the non-linear behavior of the partially 
saturated soils. 

From the information achieved with the predictions, it is perceived that the suggested biphasic flow 
finite element model presented in this work can represent the general behavior detected throughout 
the laboratory test of the three-dimensional air-water flow into one homogenous layer soil column. 
The numerical model is valuable for the analysis of the saturated-unsaturated behavior of soils that 
are usually found in applied geotechnical problems associated to air injection such as partial 
induction of the wetting phase saturation degree in liquefiable soil improvement. In the future, it is 
crucial for the complete justification of the biphasic flow models to execute experimentation on air 
injection in saturated-unsaturated soils with rigorous estimation of the hydraulic and deformation 
responses. 

On the other hand, some divergences in the input parameters can partially explain the variance in 
results concerning the numerical model established in the course of this research, and laboratory 
test results presented by Okamura et al. [126]. However, it is clear that these differences are not the 
essential discrepancy, and will not consequently take into account the more substantial 
dissimilarities among the results. 

Two main conceptual dissimilarities are involved in the numerical model established in the course of 
this research, compared with the work of Okamura et al. [126]. The first of the differences is the way 
that capillary pressure-saturation relationships are implemented to simulate pressure distributions 
inside the plume. In this work it is assumed that the capillary pressure only depends on wetting 

phase saturation degree, the capillary term is reformulated as . Numerical 

results of air front advance are controlled only by hydraulic factors, and especially by the amount of 
pore fluid flow crossing the medium by the generated non-wetting phase pressure gradients 
associated to the diffusion (conduction) through the porous media, and not by the transport of 
dissolved air by advection and dispersion, each of them produces a mass flow of phase per unit area 
of the medium and per unit of time, because the last two are not in the formulation implemented in 
this thesis. The permeability that is an intrinsic soil characteristic turn into the primary material 
parameter that defines the development of the non-wetting phase front. 

The second main dissimilarity among this numerical model and the work of Okamura et al. [126] is 
that the numerical model developed in this research did not take into account the impacts of non-
wetting phase compressibility. Volume alterations associated with the propagation of the non-



 

 

 

83 

 

wetting phase front across the soil and the resultant pressure changes are significant to the definitive 
form of air injected plumes. The magnitude of lateral propagation of the non-wetting phase is highly 
dependent on the pressure in the plume associated with the pore fluid pressure. In the future, a 
rigorous numerical analysis of the changes of non-wetting phase pressures as the non-wetting phase 
front plume increases is then essential in defining its definitive shape. 
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5 CONCLUSIONS AND FUTURE WORK 

5.1 CONCLUDING REMARKS 

An implementation for the prediction of biphasic flow in soil has been established by means of the 
criterions (standards) of an isothermal, incompressible and immiscible biphasic flow with matric 
suction impacts. This formulation includes porous models for relative permeability, matric suction, 
phase model and particular boundary conditions for porous media. A traditional software tool FLEX-
PDE has been used to solve the provided partial differential equations (from the mathematical model 
to the numerical solution and graphical generation), and it is based on the Finite Element Method. 
The presented implementation demonstrate an adequate speedup, and it is equipped to aboard a 
complex and huge engineering topic. The implementation can work as a starting point to advance in 
other attributes; for example, innovative three-phasic or upgrade two-phase mathematical models. 
Furthermore, the simply changeable environment of the FLEX-PDE software can be conveniently 
used for novel numerical techniques or solution procedures. 

The magnitude of the extension of a non-wetting phase plume after the injection process is 
predominantly controlled by the injection pressure of the non-wetting phase, and consequently by 
the pressure gradients that result as non-wetting phase propagates across the soil. If the injection 
pressure is too high, then a large effective desaturation radius is obtained, but if the injection 
pressure is higher than the maximum injection pressure defined in the literature, then fracturing of 
the soil will occur. On the other hand, if the injection pressure is too low, a narrow plume will be 
generated given that lateral spread will not have an opportunity to occur relative to the vertical 
propagation. The operation of the injection method must consequently safeguard that the injection 
pressure at the injector is as significant as conceivable given soil stability limitations, in order to let, 
as much the expansion of the non-wetting phase plume as possible. 

The magnitude of the pressure gradient generating non-wetting phase flow is of great relevance to 
the magnitude of desaturation plume. Non-wetting phase pressures at the initial times of process 
determine, to a great amount, the magnitude of the region of influence of a specified non-wetting 
phase entry. The lateral propagation of the non-wetting phase happens until the non-wetting phase 
pressure in the plume at a particular point is higher than the pore entry pressure. Horizontal 
gradients are lower than vertical gradients after a defined quantity of flow has occurred, at which 
point horizontal plume flow is considerably reduced, and almost all the non-wetting phase expansion 
is in the upward trend. When a favorite upward trend of non-wetting phase flow is recognized, 
expansion in the horizontal trend never matches the flow rate of expansion of the upward trend, 
since the horizontal and vertical gradients increase at different rates. 

Another variable that controls the magnitude of the extension of a non-wetting phase plume after 
the injection process is the permeability of the soil. In the analyzed cases, the magnitude of 
expansion of the desaturated zone is directly related to the relationship between the pressure and 
the permeability. For maximum desaturation plume, the non-wetting phase injected must be 
consequent to the advancement of the non-wetting phase front across the soil, and consequently by 
the rate of flow of pore fluid out of the medium. 

It can be observed that after parameter α rises, the effective desaturation radius increases for the 
same time and the same assumed initial capillary pressure and the same material parameter . The 
previous results mean that soils with large magnitudes for material parameter α, as soils like sands, 
are estimated to be a reduced amount of wetting phase saturated than soils with small α values, as 
soils like silts and clays, at the same capillary pressure and the same non-wetting phase injection 
time. As a result, for the same injection pressure and permeability at the same time, faster non-
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wetting phase infiltrations can be expected for coarse-grained soils, as soils like sands, where 
parameter α is large. Although it is perceived that variations of the parameter  for fixed 
permeability values, constant injection pressures, and variable injection times generate relatively 
significant increases in the advance lengths of the non-wetting phase, it is observed that the 
magnitudes of the penetration radius do not vary significantly with variations of the parameter  for 
fixed times. 

It is shown that for variations of material parameter  a non-linear reaction in the profiles is 
perceived. For minor magnitudes, the predicted results of effective desaturation radius stay 
practically invariant, at the same injection pressure, and at any time when , but when  
increases  the predicted results of effective desaturation radius start grow rapidly 
for the same time and with time increases. For larger  values, however, the response is less 
different or less reversed since predicted results of effective desaturation radius increase slowly 
when  increases . A comparable tendency is perceived in the predicted results of 
effective desaturation radius profiles when  increases , in which the predicted 
results of effective desaturation radius increase slowly but with a tendency to be approximately 
constant when  increases . These diverse reactions can be clarified by the primary 

wetting phase saturation degree  at the start of the injection process, specifically, . 
Additionally, the desaturation proportion is fast for materials with the small  magnitude where the 
primary saturation disposition along the column is high; as a consequence, the wetting phase 
pressure inside the pores is high. 

It is perceived that once material parameter  rises, the effective non-wetting phase saturation 
degree radius decreases along the column. Although it is perceived that variations of the parameter 

 for fixed permeability values, constant injection pressures, and variable injection times generate 
decreases in the advance lengths of the non-wetting phase, it is perceived that the magnitudes of the 
penetration radius do not vary significantly with variations of the parameter  for fixed times. 

Predictions show that once material parameter  rises, the effective non-wetting phase saturation 

degree radius slowly increases along the column, when  increases . Although it is 

perceived that variations of the parameter  for fixed permeability values, constant injection 
pressures, and variable injection times generate decreases in the advance lengths of the non-wetting 

phase when  increases , it is perceived that the magnitudes of the penetration 

radius do not vary significantly with variations of the parameter  for fixed times. 

The restrictive behavior of a saturated porous soil to the flow of a non-wetting phase injected front is 
applied by the permeability of the soil, through the intrinsic permeability of the soil and the viscosity 
of the pore fluid; and by the capillary resistance of the soil applied mostly by the size of its pore 
spaces. However, the Van Genuchten model requires input parameters that, in a non-intuitive mode, 
define the microscopic performance of the injected non-wetting phase in the pore spaces of the 
porous media, rather than its macroscopic performance. These input parameters on which this 
model is strongly dependent, are problematic to calculate, since it can take different magnitudes 
broadly within a specified soil type, and it may not be feasible to measure. Consequently, the 
problems using the existing model limits their effectiveness and their use as a tool for the potential 
efficiency of non-wetting phase injection as a remediation method for a defined zone. 

Numerical predictions by a biphasic flow model implemented in this work show acceptable 
agreements with the laboratory test measurements developed by Okamura et al. of the non-wetting 
phase front (changes in the wetting phase saturation degree) advance and non-wetting phase flow 
rates for the large-container experiments. Although discrepancy on the rates and wetting phase 
saturation degree values during the non-wetting phase injection process were observed in 
predictions for the large container, simulation ilustrate the non-wetting phase front for the residual 
condition after non-wetting phase-injection had concluded. The entire numerical analysis results 
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indicate that this simplified bi-phasic flow model may be pertinent to analyze desaturation 
phenomena in situ to be tracked transitory in a particular domain as material flow characteristics are 
well recognized previously. 

5.2 RECOMENDATIONS FOR FUTURE WORK 
Additional research on the injection features of saturated and partially saturated soil is necessary, 
with the purpose of understanding the intricate non-linear correlation between the constitutive 
parameters. As well as the hydraulic parameters in the injection-infiltration-deformation phenomena 
in the saturated and partially saturated soil. The themes of experimentation and research that have 
to be investigated in future works are mentioned next. 

There is the possibility of implementing air injection as a method of liquefiable soil improvement. 
Moreover, considering that air infiltration in saturated soils, desaturation and deformation are 
processes occur simultaneously (the latter two entirely depending on the first one), the study of the 
processes of air infiltration into the soil is made necessary by coupled methodologies of infiltration-
strain that reflect variations of safety factors over time. Additionally, numerically examination have 
to be performed to study the plumes expansion of the degree of saturation of the soil improved by 
air injection since this parameter is critical in liquefaction studies and minor variations thereof will 
have significant effects on the soil resistance to liquefaction. A full parametric analysis has to be done 
counting the main hydraulic features that govern the performance of partially saturated soils 
(characteristic soil-water and permeability functions), injectability of air in the soil, pressures 
required during injection, injection duration, injection rates, desaturation radio and volumetric 
strains associated to the phenomena. The material parameters that actively control soil desaturation 
process by injecting air have to be studied. 

While recent studies have provided useful qualitative information on the mechanisms of partial 
desaturation methods, there is a gap in the presentation of recommendations that could be 
implemented to improve the effectiveness of a desaturation technique at a location of given 
features. The correlation between operation features, such as injection flow rate and pressure, and 
site features, such as soil type and permeability is not well understood, and therefore no procedures 
exist to improve the operation of a partial desaturation method by air injection. The design and use 
of air injection methods as a remediation technology are therefore restricted to academic research. 
It is essential to do some in situ research with experienced operators who follow pilot studies and 
determine the optimal operative features of each specific scheme. It is clear that propend for 
providing guidelines to increase system efficiency would significantly improve the usefulness of air 
injection methods, converting it into a more widely applicable remediation technology. 

The properties of the pore fluid have a significant effect on the magnitude of non-wetting phase 
plumes, mainly since can modify the permeability of the soil and thus change the expansion of the 
non-wetting phase plume. The permeability of a material is inversely proportional to the viscosity of 
the pore fluid, and consequently, increasing the viscosity of the pore fluid rises the resistance of the 
soil to the non-wetting phase flow. The study of the non-wetting phase plumes in different pore 
fluids has to be done. 

It is essential to study the impact of the primary capillary pressure and the specific moisture capacity 
on the behavior and stability of the saturated and partially saturated material exposed to a non-
wetting phase injection procedure. The instability of saturated and partially saturated soil is not a 
simple theme, and it is necessary for some complementary examination. As a result, it is required to 
expand the revision to the impacts of the constitutive parameters and the wetting phase and non-
wetting phase permeability functions on the instability of the saturated and partially saturated 
material. Also, the experimental, theoretical and numerical instability of the saturated and partially 
saturated material in the triaxial state have to be studied. 
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An important and problematic theme connected to the prediction of the field and experimental 
studies in desaturation methods is limited the obtainable data related to the constitutive parameters 
of soils, the wetting phase saturation degree and capillary pressure connection and the relative 
permeability expressions implemented for partially saturated materials. Scale experimental models 
and in-situ field methods information let the full calibration, adjustment, and corroboration of 
mathematical models implemented to examine the performance of partially saturated materials. 
Consequently, it is essential for the full corroboration of the coupled mathematical models to 
develop experiments on injection-desaturation in materials with the entire and rigorously estimation 
of the hydraulic and the strain features. 

In this research, predictions of materials exposed to non-wetting phase injection and desaturation 
process have been executed. But these numerical evaluations are simply just a humble 
approximation of the geotechnical topics concerning the biphasic flow in partially saturated 
materials. Consequently, it is essential to execute mathematical examinations including additional 
circumstances, diverse geometries and boundary conditions, and diverse initial conditions, e.g., road, 
coastal and river embankments, earth dams, excavations, the foundation of light-weight structures, 
overloaded soils, and so on. Also, the mixed impact of injection-desaturation in a material and the 
cyclic behavior is an exciting theme that has to be researched. 

It is reasonable to mention that for the in situ behavior of the method the desaturation plumes not 
always are going to be generated perfectly symmetric concerning the different axis as in the 
predictions, in relation to the heterogeneities and singularities of the soil profile in situ. For that 
reason, predictions of desaturation plume are a good primary approach and it has to be 
complemented with models that include de behavior of biphasic flow in heterogeneous soils. 
However, if the problem of the homogeneity of the soils is discussed from its geological origin, it will 
be discovered that there are no homogeneous soils, mainly from hydraulic behavior. 

In the injection infiltration mathematical model, a Van Genuchten model was assumed. Typically it is 
supposed that the wetting phase saturation-capillary pressure connection was identical for the 
wetting and non-wetting tracks. But the model is at the mercy of the void ratio, the stress conditions, 
and it tracks diverse routes for the wetting and non-wetting phenomena throughout the 
desaturation, for example, the material shows hysteretic behavior. So, it is important to contemplate 
these characteristics of soil water retention model in the examination of desaturation of soil, 
particularly in the circumstance where the material is exposed to numerous wetting and non-wetting 
phenomena. 
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