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Abstract

Let ( ) ,,,~ iimi nCWX Θ∑  where ( ) ,0,,0,diag 2 …ii θ=Θ  .2,1=i  In

this article, the distribution of ( ) ,1
1

1 −−= HTXTU  where 21 XX +

HTT=  and T is a complex lower triangular matrix with positive

diagonal elements has been derived. The distribution of U is a non-

central complex matrix-variate beta distribution. Several properties of

this distribution have also been studied.

1. Introduction

Let X be an mm ×  random Hermitian positive definite matrix such

that all its eigenvalues are in the open interval ( ).1,0  Then, X is said to

have a complex matrix-variate beta distribution with parameters ( ),, ba
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denoted as ( ),,~ baCBX I
m  if its p.d.f. is given by

( )
( ) ( )

( ) ( ) ,detdet~~

~
mb

m
ma

mm

m XIX
ba

ba −− −
ΓΓ
+Γ

(1.1)

where 1,1 −>−> mbma  and

( ) ( ) ( ) ( ) .1Re,1~

1

21 −>+−Γπ=Γ ∏
=

− maiaa
m

i

mm (1.2)

The complex matrix-variate beta distribution can be derived by using

independent Wishart matrices. Let 1X  and 2X  be independent

Hermitian positive definite random matrices of order m. Define the

transformation HTTXX =+ 21  and ( ) ,1
1

1 −−= HTXTU  where the

complex random matrix T is lower triangular with positive diagonal

elements. If ( ) ,2,1,,~ =∑ inCWX imi  then ( ).,~ 21 nnCBU I
m  Further,

if ( )Θ∑,,~ 22 nCWX m  and ( ),,~ 11 ∑nWX m  then U follows a non-

central complex matrix-variate beta distribution (Khatri [5], Gupta [1]

and Gupta and Nagar [2, 3]).

The complex matrix-variate beta distribution arises in various

problems in multivariate statistical analysis. Several test statistics in

multivariate analysis of variance and covariance are functions of the beta

matrix. The complex matrix-variate distributions play an important role

in various fields of research. Applications of complex random matrices

can be found in multiple time series analysis, nuclear physics and radio

communications. A number of results on the distribution of the complex

random matrices have also been derived. Distributional results on

Gaussian, Wishart, beta, and Dirichlet can be found in Tan [10].

Recently, Nagar and Arias [8] have studied the complex matrix-variate

Cauchy distribution.

In this article we will study the distribution of U when both 1X  and

2X  have complex non-central Wishart distribution of the rank one.
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2. Some Useful Results

In this section we give definitions and results which will be used in
the subsequent sections. Throughout this work we will use the

Pochammer symbol ( )na  defined by ( ) ( ) ( ) =−++= 11 naaaa n "

( ) ( )11 −+− naa n  for ...,,2,1=n  and ( ) .10 =a

The generalized hypergeometric function of scalar argument is
defined by

( )
( ) ( )
( ) ( ) ,

!
;...,,;...,,

0 1

1
11 ∑

∞

=

=
k

k

kqk

kpk
qpqp k

z
bb
aa

zbbaaF
"
"

(2.1)

where ;...,,1, piai =  qjbj ...,,1, =  are complex numbers with suitable

restrictions and z is a complex variable. Conditions for the convergence of

the series in (2.1) are available in the literature, see Luke [6]. From (2.1)
it is easy to see that

( ) ( )∑
∞

=

=
0

10 !
;

k k

k

kb
xxbF  and ( )

( )
( ) .

!
;;

0
11 ∑

∞

=

=
k

k

k

k
k
x

b
a

xbaF

The Humbert’s confluent hypergeometric function in 1z  and 2z  is

defined by

[ ]
( )

( ) ( ) ,
!!

,;,;
0, 2121

21
21212

21 21

21
21∑

∞

=

+=
jj jj

jj
jj

jjcc

zza
zzccaΨ (2.2)

where the series expansion is valid for all R∈1z  and .2 R∈z  Using the

results

( ) ( )
( ) ( ) ( ) ( )∫

∞
−+ >−

Γ
=

Γ
+Γ=

0

1 ,0Re,exp1 adttt
aa

ja
a ja

j

for ...,,2,1,0=j  and

( )
( ) ( )∑

∞

=

=
0

10 ;
!

i i

i

j
ii

iji

j
i tzcF

jc
tz
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in (2.2), one obtains

[ ] ( ) ( ) ( ) ( )∫
∞

−−
Γ

=
0

22101110
1

21212 ;;exp1,;,; dttzcFtzcFtt
a

zzcca aΨ (2.3)

and

[ ]
( )
( ) ( )∑

∞

=

+=
0

22111
11

1
21212

1 1

1
1 ;;

!
,;,;

j j

j
j

zcjaF
jc

za
zzccaΨ

 
( )
( ) ( ).;;

!
0

11211
22

2

2 2

2
2∑

∞

=

+=
j j

j
j

zcjaF
jc

za
(2.4)

For further results and properties of 2Ψ  the reader is referred to

Srivastava and Karlsson [9]. Next we will give a result which has been
used in Section 4 to derive moment expression.

Lemma 2.1. For ( ) 0Re >α  and ( ) ,0Re >β

( ) ( )[ ]∫ −δδβ− −β−α
1

0
212

11 1,;,;1 dxxxcaxx Ψ

( ) ( )
( )

( ) ( )
( ) ( ) ( ).;;

!
0

211
1∑

∞

=

δ+β+α+
β+α

δα

β+αΓ
βΓαΓ

=
j jj

j
jj jjaF

jc

a
(2.5)

Proof. Expanding 2Ψ  using (2.4) and integrating x with the help of

beta integral we get the desired result.

Next we state the following notations and results that will be utilized
in this and subsequent sections. Let ( )ijaA =  be an mm ×  matrix of

complex numbers. Then, A′  denotes the transpose of A; A  denotes

conjugate of A; HA  denotes conjugate transpose of A; ( ) ++= "11tr aA

( ) ( )( ) ( ) == AAAamm det;trexpetr;  determinant of A; ( ) =+Adet  absolute

value of ( );det A  0>= HAA  means that A is Hermitian positive definite

and 21A  denotes the unique Hermitian positive definite square root of

.0>= HAA  Further, for the partition ( ) ,0det, 11
2221

1211 ≠






= A
AA

AA
A

the Schur compliment is defined as .12
1

112122122 AAAAA −
⋅ −=
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Lemma 2.2. Let ( )mmZ ×  and ( )mmW ×  be Hermitian positive

definite matrices of functionally independent complex variables and let

( )mmG ×  be a complex nonsingular matrix. The Jacobian of the

transformation HGWGZ =  is ( ) ( ) .det 2mGWZJ +=→

Lemma 2.3. Let X be a Hermitian positive definite matrix. Let T be a

complex lower triangular matrix with real positive diagonal elements. If

,HTTX =  then ( ) ( ) .2
1

12∏ =
+−=→

m
j

jm
jj

m tTXJ

The complex multivariate gamma function, denoted by ( ),~ amΓ  is

defined as

( ) ( ) ( )∫ >=

−−=Γ
0

,detetr~
HAA

ma
m dAAAa (2.6)

where ( ) ,1Re −> ma  and the integral is over the space of mm ×

Hermitian positive definite matrices. By evaluating the integral in (2.6),
the multivariate gamma function can be expressed as product of ordinary
gamma functions given by (1.2). The complex multivariate beta function,

denoted by ( ),,
~

baBm  is defined by

( ) ( ) ( ) ,detdet,
~

0∫ <=<

−− −=
m

H IXX

mb
m

ma
m dXXIXbaB (2.7)

where ( ) 1Re −> ma  and ( ) .1Re −> mb  The complex multivariate beta

function ( )baBm ,
~

 can be expressed in terms of complex multivariate

gamma functions as

( ) ( ) ( )
( )

( ).,
~

~

~~
,

~
abB

ba

ba
baB m

m

mm
m =

+Γ
ΓΓ

= (2.8)

Several generalizations of the complex multivariate gamma function and
complex multivariate beta function are available in Nagar, Gupta and
Sánchez [7]. Finally, we define the Wishart and the non-central Wishart
distributions and state some of their properties.

Definition 2.1. An mm ×  Hermitian positive definite random

matrix S is said to have a complex Wishart distribution with parameters
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( )mnm ≥,  and ,0>∑=∑ H  denoted by ( ),,~ ∑nCWS m  if its p.d.f. is

given by

{ ( ) ( ) } ( ) ( ) .0,detetrdet~ 11 >=∑−∑Γ −−− Hmnn
m SSSSn (2.9)

Definition 2.2. An mm ×  Hermitian positive definite random

matrix S is said to have a non-central complex Wishart distribution with

parameters ( ) 0,, >∑=∑≥ Hmnm  and Θ, denoted by ( ),,,~ Θ∑nCWS m

if its p.d.f. is given by

{ ( ) ( ) } ( ) ( ) ( ) ( ),;
~

detetretrdet~ 1
10

11 SnFSSn mnn
m

−−−− ∑Θ∑−Θ−∑Γ

,0>= HSS

where 10
~
F  is the Bessel function of the Hermitian matrix argument.

For ,0=Θ  the non-central complex Wishart distribution reduces

to a complex Wishart distribution. Further, when mI=∑  and =Θ

( ),0...,,0,diag 2θ  the p.d.f. of ( )ijsS =  simplifies to

{ ( )} [ ( )] ( ) ( ),;dettrexp~
11

2
10

21 snFSSn mn
m θ+θ−Γ −− (2.10)

where mnSS H ≥>= ,0  and 10F  is the Bessel function of the scalar

argument.

Definition 2.3. The complex random matrix ( )mpT ×  is said to have

a complex inverted matrix-variate t-distribution with parameters

( ),, ppM mp ×∑∈ ×C  and ( ),mm ×Ω  if its p.d.f. is given by

( )
( )

( ) ( ) pm

p
mp
p

pn

pmn −− Ω∑
−+Γπ

−++Γ
detdet

1~
1~

( ( ) ( ) ) ,,det 111 mpnH
p TMTMTI ×−−− ∈−Ω−∑− C (2.11)

where ( ) ( ) ,11 H
p MTMTI −Ω−∑− −−  ∑  and Ω are Hermitian positive

definite matrices.

We shall denote this by ( ).,,,~ , Ω∑MnCITT mp
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Definition 2.4. The doubly non-central beta distribution, denoted by

( ),,;,~ 2
2

2
121 θθnnBu I  is defined by the p.d.f.

( )
( ) ( ) ( ) ( ) 112

2
2
1

21

21 21 1exp −− −θ−θ−
ΓΓ
+Γ nn uu

nn
nn

[ ( )] .10,1,;,; 2
2

2
121212 <<−θθ+× uuunnnnΨ

Note that for ,02
2

2
1 =θ=θ  the above distribution slides to a univariate

beta distribution with the density function

( )
( ) ( ) ( ) 10,1 11

21

21 21 <<−
ΓΓ
+Γ −− uuu

nn
nn nn

which will be denoted by ( ).,~ 21 nnBu I

3. Non-central Complex Matrix-variate Beta Distribution

In this section we will derive the probability density function of U

when both 1X  and 2X  have non-central complex Wishart distribution of

rank one.

Theorem 3.1. Let 1X  and 2X  be independent Hermitian positive

definite random matrices, ( )iimi nCWX Θ∑,,~  where ( ,0,diag 2
ii θ=Θ

),0...,  .2,1=i  Define HTTXX =+ 21  and ,1
HTUTX =  where the

complex matrix T is lower triangular with positive diagonal elements.

Then, the p.d.f. of U is given by

{ ( )} [ ( )] ( ) ( ) mn
m

mn
m UIUnnB −−− −θ+θ− 21 detdetexp,~ 2

2
2
1

1
21

[ ( )] ,0,1,;,; 11
2
211

2
121212 m

H IUUuunnnn <=<−θθ+× Ψ

where ( ),αβ= uU  and 2Ψ  is the Humbert’s confluent hypergeometric

function.

Proof. Note that the complex random matrix U is invariant under

the transformation ( ) ,21
1

21
1

HXX −− ∑∑→  ( ) ,21
2

21
2

HXX −− ∑∑→
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where 21−∑  is a lower triangular matrix such that ( ) .2121 ∑=∑∑ H

Hence, without loss of generality, we can assume that ,mI=∑  that is,

( ).,,~ imimi InCWX Θ  Using the independence and (2.10) the joint

p.d.f. of 1X  and 2X  is given by

{ ( ) ( )} [ ( )] ( )[ ]21
2
2

2
1

1
21 etrexp~~ XXnn mm +−θ+θ−ΓΓ −

( ) ( ) ( ) ( ).;;detdet 211
2
2210111

2
111021

21 xnFxnFXX mnmn θθ× −−

Let ,21
HTTXX =+  and ,1

HTUTX =  where ( )ijtT =  is a complex lower

triangular matrix, .0>ijt  Then, using Lemmas 2.2 and 2.3, the Jacobian

of the transformation is given by ( ) ( ) .2,,
1

12
21 ∏ =

−+=→
m
i

im
ii

m tTUXXJ

Now making these substitutions and integrating with respect to ,ijt

,1 mij ≤≤≤  we get the density of U as

[ ( )]
( ) ( )

( ) ( ) ,detdet~~
exp

2
2

321
21

2
2

2
1 21 ∏

=

−− −
ΓΓ

θ+θ−
m

i
i

mn
m

mn

mm

m IIIUIU
nn

(3.1)

where .0 m
H IUU <=<  Further, using results on integration and (2.3),

it is easy to see that

( ) ,exp 212
1 ∏∫ ∫ ∑

>

−
∞

∞−

∞

∞− >

π=












−=

m

ji

mm
ij

m

ji
ij dttI "

( ) ( ) ( ( )) 11111
2
11

2
2210111

2
11

2
1110

1
11

0

2
112 1;;exp 21 dtutnFutnFttI nn −θθ−= −+∞

∫
 ( ) [ ( )],1,;,;2 11

2
211

2
12121221

121 uunnnnnnnn −θθ++Γ= −+ Ψ

and

( ) ( ).12exp
0

21
12

3
2121∫

∞ −−+−+ +−+Γ=−= inndtttI inn
ii

inn
iiiii

Finally, substituting ,1I  2I  and iI3  in (3.1) and simplifying the resulting

expression, we obtain the desired result.
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The above distribution is designated by ( ).,;,~ 2
2

2
121 θθnnCBU I

m

The distribution of U, in this case, is called doubly non-central complex

matrix-variate beta distribution. The above density, using (2.4), can also

be written as

{ ( )} [ ( )] ( ) ( ) mn
m

mn
m UIUnnB −−− −θ+θ− 21 detdetexp,

~ 2
2

2
1

1
21

( ) ( )
( ) ( ( )).1;;

!
0

11
2
222111

1

11
2
121∑

∞

=

−θ++
θ+

×
j j

j
j unjnnF

jn

unn

Corollary 3.1.1. Let the random matrices 1X  and 2X  be

independent, ( )∑,~ 11 nCWX m  and ( ),,,~ 22 Θ∑nCWX m  where =Θ

( ).0...,,0,diag 2θ  Define HTTXX =+ 21  and ,1
HTUTX =  where the

complex matrix T is lower triangular with positive diagonal elements.

Then, the p.d.f. of ( )αβ= uU  is given by

{ ( )} ( ) ( ) ( ) mn
m

mn
m UIUnnB −−− −θ− 21 detdetexp,

~ 21
21

( ( )) .0,1;; 11
2

22111 m
H IUUunnnF <=<−θ+×

The above distribution, designated by ( ),;,~ 2
21 θnnCBU I

m  is called

the linear non-central complex matrix-variate beta distribution. The

density function of U given above was first derived by Khatri [5], also see

Gupta [1] and James [4].

Corollary 3.1.2. Let the mm ×  independent random matrices 1X

and 2X  have complex Wishart distribution, ( ),,~ ∑imi nCWX  .2,1=i

Define HTTXX =+ 21  and ,1
HTUTX =  where the complex matrix T is

lower triangular with positive diagonal elements. Then, ( ).,~ 21 nnCBU I
m

4. Properties

In this section we will study certain properties of the non-central

complex matrix-variate beta distribution derived in the last section.
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Theorem 4.1. Let ( ).;;,~ 2
2

2
121 θθnnCBU I

m  Partition the matrix U

as ,
2221

1211 






=
UU

UU
U  ( ).11 qqU ×  Then, 11U  and 122⋅U  are independent,

( ) ( )21122
2
2

2
12111 ,~,,;,~ nqnCBUnnCBU qmq −θθ −⋅  and ( )12211, ⋅| UUT

( ).,,0,1~ 111222, UIUImnCIT qqmqqm −−+− ⋅−−

Proof. From the partition of U, we have

( ) ( ) ( )12211 detdetdet ⋅= UUU (4.1)

and

( ) ( ) ( 12211 detdetdet ⋅− −−=− UIUIUI qmqm

( ) ).12
1

11
1

1121 UUIUU q
−− −− (4.2)

Making the transformation ,1111 UU =  21
1121
−= UUT  and −=⋅ 22122 UU

HTTUUUU −=−
2212

1
1121  with Jacobian ( )TUUUUUJ ,,,, 12211212211 ⋅→

( ) qmU −= 11det  and substituting (4.1) and (4.2) in the density of U, we get

the joint density of ,, 12211 ⋅UU  and T as

( ) [ ( )]
( ) ( )

( ) ( ) qn
q

qn

qq

q UIU
nn

nn −− −
ΓΓ

θ+θ−+Γ
21

1111
21

2
2

2
121 detdet~~

exp~

[ ( )]11
2
211

2
121212 1,;,; uunnnn −θθ+× Ψ

( )
( ) ( )

( ) ( ) ( )qmn
qm

mn

qmqm

qm UIU
nqn

qnn −−
⋅−

−
⋅

−−

− −
Γ−Γ

−+Γ
× 21

122122
21

21 detdet~~

~

( )
( ) ( )

( ) ( ) q
qm

mq
q

qm
qmq

qm UIUI
qn

n −
⋅−

−

−
−

− −−
−Γπ

Γ
× 12211

2

2 detdet~

~

( ( ) ( ) ) .det 21
11

1
122

mnH
qqmqm TUITUII −−−

⋅−− −−−× (4.3)

Now, from (4.3) it is clear that 11U  and 122⋅U  are independent, ~11U

( ),,;, 2
2

2
121 θθnnCBq  ( )21122 ,~ nqnCBU qm −−⋅  and ( ) ~, 12211 ⋅| UUT

( ).,,0,1 111222, UIUImnCIT qqmqqm −−+− ⋅−−
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Corollary 4.1.1. Let ( ).,~ 21 nnCBU I
m  Partition the matrix U as

,
2221

1211 






=
UU

UU
U  ( ).11 qqU ×  Then, 11U  and 122⋅U  are independent,

( ),,~ 2111 nnCBU q  ( )21122 ,~ nqnCBU qm −−⋅  and ( ) ~, 12211 ⋅| UUT

( ).,,0,1 111222, UIUImnCIT qqmqqm −−+− ⋅−−

Corollary 4.1.2. Let 11u  be the first element on the principal

diagonal of U. Then, ( ).,;,~ 2
2

2
12111 θθnnBu I

Theorem 4.2. Let ( )2
2

2
121 ,;,~ θθnnCBU I

m  and ,HTTU =  where

( )ijtT =  is a complex lower triangular matrix with ,0>iit  ....,,1 mi =

Partition T as

.11








=

mm
H t

T
T

t

0
(4.4)

Then ( ) ( ) ty 21
11111

2121, −
−

− −−= H
mmmmm TTItt  and 11T  are independently

distributed, ( ) ( )1,,0,1~,,1~ 12121
2

−− +−+− mm
I

mm ImnCItnmnBt y  and

the distribution of 11T  is same as that of T with m replaced by .1−m

Proof. Making the transformation ,HTTU =  with the Jacobian of

the transformation ( ) ( )∏ =
+−=→

m
i

im
ii

m tTXJ
1

122  in the density of U,

we get the p.d.f. of T as

{ ( )} ( ) ( )∏
=

+−− θ−θ−
m

i

in
iim

m tnnB
1

2122
2

2
1

1
21

1exp,~2

( ) [ ( )],1,;,;det 2
11

2
2

2
11

2
121212

2 ttnnnnTTI mnH
m −θθ+−× − Ψ (4.5)

where ,,,1,,, mjijitij …=>∞<<∞−  and .,,1,0 mitii …=>  From

(4.4), we have

( ) 










−−

−−
=− −

2
11

1111111

1
detdet

mm
HH

H
mH

m
tT

TTTI
TTI

t

t

 ( ) ( )H
mmm TTIt 11111

2 det1 −−= −

 ( ( ) ( ) ).11 1
11111

12 tt −
−

− −−−× H
m

H
mm TTIt (4.6)
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Substituting (4.6) in (4.5) we get the joint density of t,11T  and mmt  as

( ) ( ) ( ) ( ),,,, 113211111 mmmmmm tTftfTftTf |= tt

where

( ) { ( )} ( ) ( )∏
−

=

+−−
−

− θ−θ−=
1

1

2122
2

2
1

1
211

1
111

1exp,~2
m

i

in
iim

m tnnBTf

 ( ) 1
11111

2det +−
− −× mnH

m TTI

[ ( )],1,;,; 2
11

2
2

2
11

2
121212 ttnnnn −θθ+Ψ (4.7)

( ) ( )
( ) ( ) ( ) ( ) 12212

21

21
2

21 1
1

1
2 −+− −

Γ+−Γ
+−+Γ

= n
mm

mn
mmmm tt

nmn
mnn

tf (4.8)

and

( )
( ) ( )

( )[ ] ( ) ( ) ( ) 1
11111

12

2

2
1

113 det1
1

, −
−

−−
−−

−−
−−Γ

Γπ
=| H

m
m

mm

m

mm TTIt
mn

n
tTf t

( ( ) ( ) ) .11 21
11111

12 mnH
m

H
mm TTIt −−

−
− −−−× tt (4.9)

Now transforming 2
mmm tx =  and ( ) ( ) ,1 21

11111
212 ty −

−
− −−= H

mmm TTIt

with the Jacobian ( ) ( ) ( ) ( −−=→ −
−−

1
1121 det12,, m

m
mmmmm IxxxtJ yt

),1111
HTT  we get the desired result.

Theorem 4.3. Let ( )2
2

2
121 ,;,~ θθnnCBU I

m  and ,HTTU =  where

( )ijtT =  is a complex lower triangular matrix with ,0>iit  ....,,1 mi =

Then, 22
11 ...,, mmtt  are independently distributed, ( ),,1~ 21

2 ninBt I
ii +−

mi ...,,2=  and ( ).,;,~ 2
2

2
121

2
11 θθnnBt I

Proof. From Theorem 4.2, it is known that ( ,1~ 1
2 +− mnBt I
mm

)2n  and is independent of ,11T  which has the same distribution as T

with m replaced by .1−m  Further partitioning 11T  yields

( 1
2

1,1 ~ nBt I
mm −−  ).,2 2nm +−  Repeated application of this procedure

completes the proof of the theorem.
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Corollary 4.3.1. Let ( )21,~ nnCBU I
m  and ,HTTU =  where =T

( )ijt  is a complex lower triangular matrix with ....,,1,0 mitii =>  Then

22
11 ...,, mmtt  are independently distributed, ( ) ,1,,1~ 21

2 =+− ininBt I
ii

...., m

Now, using Theorems 3.1 and 4.3, we obtain the following result.

Theorem 4.4. Let 1X  and 2X  be independent Hermitian positive

definite random matrices, ( ),,,~ iimi nCWX Θ∑  where ( ,0,diag 2
ii θ=Θ

) .2,1,0..., =i  Then the distribution of ( ) ( )211 detdet XXX +=Λ  is the

distribution of ,
1∏ =

m
i iv  where mvv ...,,1  are independent real beta

variates with density functions given by

( )
( ) ( ) ( ) ,10,1

1
1 1

12

21 21 <<−
+−ΓΓ
+−+Γ −−

i
n

i
in

i vvv
inn
inn

(4.10)

for mi ...,,3,2=  and

( )
( ) ( ) [ ( )] ( ) 1

1
1

1
2
2

2
1

12

21 21 1exp −− −θ+θ−
ΓΓ
+Γ nn vv

nn
nn

[ ( )] ,10,1,;,; 11
2
21

2
121212 <<−θθ+× vvvnnnnΨ

where 2Ψ  is the Humbert’s confluent hypergeometric function.

Theorem 4.5. If ( ),,;,~ 2
2

2
121 θθnnCBU I

m  then

[ ( ) ] ( ) ( )
( ) ( )

[ ( )]2
2

2
1

211

121 exp~~

~~
det θ+θ−

++ΓΓ
+Γ+Γ

=
hnnn

hnnn
UE

mm

mmh

( ) ( )
( ) ( )∑

∞

=
++

θ++
×

0 211

2
1121

!
j jj

j
jj

jhnnn

hnnn

( ),;; 2
2212111 θ+++++× jhnnjnnF

where 11 F  is the confluent hypergeometric function.
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Proof. From the p.d.f. of U given in Theorem 3.1, we have

[ ( ) ]hUE det

 
( ) ( )
( ) ( )

[ ( )]2
2

2
1

211

121 exp~~

~~
θ+θ−

++ΓΓ
+Γ+Γ

=
hnnn

hnnn

mm

mm

( )
( ) ( )

( ) ( )∫ <=<

−−+








−

Γ+Γ
++Γ

×
m

H IUU

mn
m

mhn

mm

m UIU
nhn

hnn

0 21

21 21 detdet~~

~

[ ( )] .1,;,; 11
2
211

2
121212 dUuunnnn −θθ+× Ψ

The first factor in the above integral (terms in brackets) is the complex
matrix-variate beta density with parameters hn +1  and .2n  The second

factor involves only .11u  Thus, integrating terms in the bracket over all

the elements of U, except the first element, we obtain

[ ( ) ] ( ) ( )
( ) ( )

[ ( )]2
2

2
1

211

121 exp~~

~~
det θ+θ−

++ΓΓ
+Γ+Γ

=
hnnn

hnnn
UE

mm

mmh

( )
( ) ( ) ( )∫ <<

−−+ −
Γ+Γ
++Γ

×
10

1
11

1
11

21

21

11

21 1
u

nhn uu
nhn
hnn

[ ( )] .1,;,; 1111
2
211

2
121212 duuunnnn −θθ+× Ψ

Now, evaluation of the above integral using (2.5) yields the desired
result.

By noting that ( ),,;,~ 2
1

2
212 θθ− nnCBUI I

mm  and using the above

theorem, we obtain

[ ( ) ] ( ) ( )
( ) ( )

[ ( )]2
2

2
1

212

221 exp~~

~~
det θ+θ−

++ΓΓ
+Γ+Γ

=−
hnnn

hnnn
UIE

mm

mmh
m

( ) ( ) ( )
( ) ( )∑

∞

=
++

θ++
×

0 221

2
2221
!

s ss

s
ss

snhnn
hnnn

( ).;; 2
1212111 θ+++++× shnnsnnF

In the next theorem we give asymptotic expansion for the non-central
matrix-variate beta distribution derived in Section 3.
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Theorem 4.6. Let ( )2
2

2
121 ;;,~ θθnnCBU I

m  and .2UnW =  Then W

is asymptotically distributed as a non-central complex Wishart; more

specifically

( ) ( ) ( ) ( )
( )

,~
;dettrexp

lim
1

11
2
1110

2
1

1

2 n

wnFWW
Wf

m

mn

n Γ
θ−θ−

=
−

∞→

where ( )Wf  denotes the density of the matrix W.

Proof. Transforming ,2UnW =  with Jacobian ( )
2

2
mnWUJ −=→

in the density of U given in Theorem 3.1, the density ( )Wf  of W is

obtained as

( )
( )

[ ( )] ( )
( )

mn

m
m

mn
mn

m

m W
n

I
n

W
n
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

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
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21
2

2
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2
1

2

21 1det~
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~
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2
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2

11
2
1

21212

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






 −θ

θ
+×

n
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n
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where ( ).αβ= wWi  Now, using

( )
( )

,1~

~
lim 1

2
2

2
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Γ
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∞→
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m

m
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n
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2 2
W

n
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m
n

−=





 −

−
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( ) ( ),;exp1,;,;lim 11
2
1110

2
2

2

112
2

2
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2
1

21212
2

wnF
n

w
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nnnn
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θθ=

















 −θ

θ
+

∞→
Ψ

we obtain the desired result.
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