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Abstract

Let X; ~ CWp,(n;, ¥, ©;), where ©; = diag(67,0,...,0), i=1,2 In
this article, the distribution of U = T 1X; (TH )L, where X + X,

=TTH and T is a complex lower triangular matrix with positive
diagonal elements has been derived. The distribution of U is a non-
central complex matrix-variate beta distribution. Several properties of

this distribution have also been studied.

1. Introduction

Let X be an m x m random Hermitian positive definite matrix such

that all its eigenvalues are in the open interval (0, 1). Then, X is said to

have a complex matrix-variate beta distribution with parameters (a, b),
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denoted as X ~ CB,In (a, b), if its p.d.f. is given by

T,,(a+Db)

a-m _ b-m
E @) det(X) det(Z,, - X)), (1.1)

where a >m -1,b > m -1 and

T(a) = nm<m*1>/2H I(a@-i+1), Re(a) > m — 1. (1.2)
=1

The complex matrix-variate beta distribution can be derived by using

independent Wishart matrices. Let X; and X, be independent
Hermitian positive definite random matrices of order m. Define the
transformation Xj; + X = TTH and U = T_le(TH)_l, where the
complex random matrix 7T is lower triangular with positive diagonal
elements. If X; ~ CW,,(n;, X), i = 1, 2, then U ~ CBL (n;, ny). Further,
if Xy ~CW,(ng, 2, ®) and X; ~ W,,(ny, X), then U follows a non-

central complex matrix-variate beta distribution (Khatri [5], Gupta [1]
and Gupta and Nagar [2, 3]).

The complex matrix-variate beta distribution arises in various
problems in multivariate statistical analysis. Several test statistics in
multivariate analysis of variance and covariance are functions of the beta
matrix. The complex matrix-variate distributions play an important role
in various fields of research. Applications of complex random matrices
can be found in multiple time series analysis, nuclear physics and radio
communications. A number of results on the distribution of the complex
random matrices have also been derived. Distributional results on
Gaussian, Wishart, beta, and Dirichlet can be found in Tan [10].
Recently, Nagar and Arias [8] have studied the complex matrix-variate

Cauchy distribution.

In this article we will study the distribution of U when both X; and

Xo have complex non-central Wishart distribution of the rank one.
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2. Some Useful Results

In this section we give definitions and results which will be used in
the subsequent sections. Throughout this work we will use the
Pochammer symbol (a), defined by (a), =a(a+1)--(a+n-1)=

(a@),_1(@+n-1) for n =1, 2, ..., and (a), = 1.

The generalized hypergeometric function of scalar argument is
defined by

- (al)k---(a )k 2k
F,(aj, ..., a,; by, ..., by; 2) = ~—k _PRE_ 2.1
q\*1 p b q ,;)(bl)k"‘(bq)k k!
where q;,1 =1, ..., p; bj, Jj =1, ..., q are complex numbers with suitable

restrictions and z is a complex variable. Conditions for the convergence of
the series in (2.1) are available in the literature, see Luke [6]. From (2.1)

it is easy to see that

i k
oF1(b; x) = z (ba)c and ;1 F(a; b; x) = Z (a)k x
=5 O

The Humbert’s confluent hypergeometric function in z; and z9 is

defined by

* (@), zljlzé2
‘1’2[0’; €1, C9; 21, 22] Z (Cl)-]l(C;Z)- jl!jz!’ (22)
Ji,Jo=0 i J2

where the series expansion is valid for all z; € R and z9 € R. Using the

results

Ila+j)
I'(a)

(a); = " T )I exp(— ¢)t**/71dt, Re(a) >

for j =0,1, 2, ..., and

Z ((tz ; OFl (Cl’ tzz)
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in (2.2), one obtains

1 © _
¥ la; 01,02;21,22]=mj0 exp(—t)t* ! 0 F (cp; tz1) o F (co; tzg)dt  (2.3)

and
j1
¥sla; ¢, cg5 21, 22] = Z(c ,1F1(a+11,c2,22)
N (a)JZZ
= Y 2 E L Fi(a+ i o 2). (2.4)
(ca )]2J2

For further results and properties of W5 the reader is referred to

Srivastava and Karlsson [9]. Next we will give a result which has been
used in Section 4 to derive moment expression.

Lemma 2.1. For Re(a) > 0 and Re(B) > 0,

! a-1 p-1
J.Ox (1-x)""¥y[a; ¢, B; 81x, d9(1 — x)]dx

o a); 0y
- g(oc)JFr(E)) Z (c()a)(er)B) ;! 1Fi(a+j; a+PB+Jj; dg). (2.5)

Proof. Expanding Wy using (2.4) and integrating x with the help of

beta integral we get the desired result.

Next we state the following notations and results that will be utilized
in this and subsequent sections. Let A = (a;;) be an m x m matrix of

complex numbers. Then, A’ denotes the transpose of A; A denotes
conjugate of A; A denotes conjugate transpose of A; tr(A) = a;; + - +
Amm; etr(A) = exp(tr(A)); det(A) = determinant of A; det(A), = absolute
value of det(A); A=A >0 means that A is Hermitian positive definite

and AY2 denotes the unique Hermitian positive definite square root of

A
1 12 j, det(All) * 0,

A=AH >0 Further, for the partition A = (
Agy  Ag

the Schur compliment is defined as Aggq = Agg — Ag A7L Ajs.
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Lemma 2.2. Let Z(m xm) and W(mxm) be Hermitian positive
definite matrices of functionally independent complex variables and let

G(mxm) be a complex nonsingular matrix. The Jacobian of the

transformation Z = GWGH is J(Z — W) = det(G)*™.

Lemma 2.3. Let X be a Hermitian positive definite matrix. Let T be a

complex lower triangular matrix with real positive diagonal elements. If

_ H _omT ™M™ ,2(m—j)+1
X =TT", then J(X > T)=2 szl L .

The complex multivariate gamma function, denoted by fm (a), is

defined as

F (a) = .[ etr(- A)det(4)" " da, 2.6)

A=AH >
where Re(a) > m —1, and the integral is over the space of mxm

Hermitian positive definite matrices. By evaluating the integral in (2.6),
the multivariate gamma function can be expressed as product of ordinary

gamma functions given by (1.2). The complex multivariate beta function,

denoted by B,,(a, b), is defined by

B, (a,b)= j det(X)™™ det(I,, — X)P"™dX, @.7)

0<X=xH <1

where Re(a) > m —1 and Re(b) > m —1. The complex multivariate beta

function B,,(a, b) can be expressed in terms of complex multivariate

gamma functions as

B, (a, b) = In(@)l () _ B,, (b, a). (2.8)
I,,(a+0b)
Several generalizations of the complex multivariate gamma function and
complex multivariate beta function are available in Nagar, Gupta and
Sanchez [7]. Finally, we define the Wishart and the non-central Wishart
distributions and state some of their properties.

Definition 2.1. An m xm Hermitian positive definite random

matrix S is said to have a complex Wishart distribution with parameters
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m, n(>2m) and ¥ = 2 >0, denoted by S ~ CW,,(n, X), if its p.d.f. is
given by

(T, (n)det(Z)*} Letr(- X7 S)det(S)*™, S =S > 0. (2.9)

Definition 2.2. An m xm Hermitian positive definite random

matrix S is said to have a non-central complex Wishart distribution with
parameters m, n(2 m), ¥ = > > 0 and ©, denoted by S ~ CW,,(n, 3, ©),
if its p.d.f. is given by

(T, (n)det(2)"} Letr(- ©)etr(- X' S)det(S)* ™ oFy(n; ©X7 S),
S =8 >0,
where 017'1 is the Bessel function of the Hermitian matrix argument.

For © = 0, the non-central complex Wishart distribution reduces

to a complex Wishart distribution. Further, when > =1, and 0 =

diag(62, 0, ..., 0), the p.d.f. of S = (s;j) simplifies to
(T, (n)) Texp[- (62 + trS)]det(S)" ™ o F(n; 6%s;;), (2.10)

where S = S” >0,n>m and of1 1s the Bessel function of the scalar

argument.

Definition 2.3. The complex random matrix 7'(p x m) is said to have
a complex inverted matrix-variate t-distribution with parameters

M e CP*™ ¥ (px p), and Q(m x m), if its p.d.f. is given by

fp(n+m+p—1)

— det(X) " det(Q)?
"L, (n+ p-1) et(Z) ™ det(2)

det(I, - 71T - M)Q" (T - M)P Y"1, T e CP™, (2.11)

where I, — ST - M)Q (T - M)H, Y. and Q are Hermitian positive
definite matrices.

We shall denote this by T ~ CITp,m(n, M, Y, Q).



... COMPLEX MATRIX-VARIATE BETA DISTRIBUTION 293

Definition 2.4. The doubly non-central beta distribution, denoted by
u ~ Bl(ny, ng; 07, 02), is defined by the p.d.f.

[(ny +ng)

2 2y, n1—-1 ng -1
—————2Lexp(— 07 —05)u"1 (1 —u)"?
F(nl)F(nz) ( 1 2) ( )

x Wolny + ng; ny, ng; 02u, 03(1 - )], 0 < u < 1.
Note that for 67 = 65 = 0, the above distribution slides to a univariate
beta distribution with the density function

[(ny +ng)

22l ym o)y o< <
[(ny )T(ng)

which will be denoted by w ~ B! (ny, ny).

3. Non-central Complex Matrix-variate Beta Distribution

In this section we will derive the probability density function of U
when both X; and X, have non-central complex Wishart distribution of

rank one.

Theorem 3.1. Let X; and Xg be independent Hermitian positive
definite random matrices, X; ~ CW,,(n;, ¥, ©;) where ©; = diag(6?, 0,
w0 0), i=1,2. Define X; + Xy =TT and X; = TUTH, where the

complex matrix T is lower triangular with positive diagonal elements.
Then, the p.d.f. of U is given by

(B, (ny, ny)} " expl- (6% + 03)]det(U)" " det(I,, - U)"2™™"
. . n2 2 _rTH
x Wo[ny + ng; ny, ng; 67uyy, 051 —uy1), 0 < U = U™ < I,

where U = (u,g), and ¥y is the Humbert's confluent hypergeometric
function.

Proof. Note that the complex random matrix U is invariant under

the transformation X; — /2 Xl(z_l/2 )H, X, - /2 X2(Z—1/2 )H’
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where Y72 is a lower triangular matrix such that > 2(21/ 2 )H =2.
Hence, without loss of generality, we can assume that > = I,,, that is,
X; ~CW,,(n;, I,,, ®;). Using the independence and (2.10) the joint
p.d.f. of X; and X, is given by

(T (1) T (1))t exp[- (67 + 03)]etr[- (X7 + X5)]
x det(X; )" " det(X5)"2 ™ o Fy(ny; 07x111) oF1(ng; 03911 ).

Let X; + Xo =TT and X, =TUT* | where T = (t;j) is a complex lower

triangular matrix, ¢; > 0. Then, using Lemmas 2.2 and 2.3, the Jacobian

of the transformation is given by J(X;, Xo > U, T) = 2’"H p2(m+1)-i

l]_ll

Now making these substitutions and integrating with respect to ¢;,

1 < j<i<m, weget the density of U as

2meXp[ (91 +92)]dtUn1 mdtI _Un2 mII m Ii, (31)
Ly (01T (n2) ) . : 1 2H 3

where 0<U=U" < T m- Further, using results on integration and (2.3),

it is easy to see that

L —J. I_w exp(—ZtUJHdtU = pm-1)2,

i>j i>]
-1 2,2 2,2
Iy = .[0 exp(- t1 )tnl+n2 oF1 (ny; 07t11111) o F1 (ng; 05871 (1 — 19171 ))dtyy

= 227 (g + g )Wolny + ng; ny, ng; 03wy, 03(1 - uyy )],

and
Iy = J.o exp(— t”) g2 Tigy. — omtre il 4o gy 1),

Finally, substituting I;, Iy and I5; in (3.1) and simplifying the resulting

expression, we obtain the desired result.
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The above distribution is designated by U ~ CB,{l(nl, no; 9%, 9%)
The distribution of U, in this case, is called doubly non-central complex

matrix-variate beta distribution. The above density, using (2.4), can also

be written as
{Byy(ny, ng)) " exp[- (67 + 03)]det(U)" " det(I,, - U)"2™"

oo}

y Z (ny + n2)j(9%u11)j

- 2
()] 1F1(ny + ng + j; ng; 05(1 - ugp)).
¥

=0

Corollary 3.1.1. Let the random matrices X; and X9 be
independent, X; ~ CW,,(ny, ) and Xy ~ CW,,(ng, X, ®), where O =
diag(0?, 0, ..., 0). Define X; + Xo = TTH and X, = TUTH, where the

complex matrix T is lower triangular with positive diagonal elements.
Then, the p.d.f. of U = (uyp) is given by

(B,,(ny, ny)} texp(- 62)det(U)Y1 ™™ det(I,, - U)2™™
x 1 Fy(ng + ng; ng; 02(1-uyq), 0 <U =UH <1 .

The above distribution, designated by U ~ CB,‘; (nq, ng; 62), is called

the linear non-central complex matrix-variate beta distribution. The
density function of U given above was first derived by Khatri [5], also see
Gupta [1] and James [4].

Corollary 3.1.2. Let the m x m independent random matrices X;
and X, have complex Wishart distribution, X; ~ CW,,(n;, X), i =1, 2.

Define X7 + Xg = TTH and X; = TUTH | where the complex matrix T is

lower triangular with positive diagonal elements. Then, U ~ CB,{l (nq, ng).

4. Properties

In this section we will study certain properties of the non-central

complex matrix-variate beta distribution derived in the last section.
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Theorem 4.1. Let U ~ CB,In(nl, ny; 9%; 6%) Partition the matrix U

U U.
as U :( 1 12), U,1(q x q@). Then, Uy; and Uyy, are independent,
Ugi Uy

Uy ~ CB,(ny, ng; 07, 03), Uggq ~ CBy,_y(ny —q, ng) and T|(Uyy, Ugz,y)
~ CITm_q’q(ng -m+1, 0, Im_q - U22-17 Iq - Ull)'
Proof. From the partition of U, we have

det(U) = det(Uy, )det(Uss.; ) (4.1)

and

det(Im — U) = det(Iq — Ull)det(Iqu — U22,1
- UnUti (Iy ~Up) "' Ur). (4.2)
Making the transformation U;; = Uy, T = U21U1_11/2 and Uggq = Ugg —

U9 UiiUyg = Ugg — TTH with Jacobian J(Uy1, Ugs, Ugy = Uyy, Ugsq, T)

= det(U;1)™ ? and substituting (4.1) and (4.2) in the density of U, we get
the joint density of U;1, Ugg;, and T as

l:q (ny + ng)exp|- (9% + 6% )]
1e‘q (nl )Fq (n2 )

det(U]_]_ )nl - det(Iq - Ul]. )n2 -q

x Wolny +ng; ny, ng; 07ugy, 03(1 — ugp)]

fm—q (nl +ng — Q)
Fm—q (nl - q)rm—q (nz)

det(Uggq )™ " det(I,,_g — Uggq )™ -(m-q)

1:m—q (nZ)
n?m DT, (ng - q)

det(lq - Ull )q—m det(lm—q - U22-1 )—q

xdet(Iy_q = (Iy_q = Usga) " T(I, = Upp ) ' TH Y27, (4.3)
Now, from (4.3) it is clear that Uj; and Uy, are independent, Uj; ~

CB,(n;, ny; 07, 03), Usgq ~ CB,,_4(n; —q, ny) and T|(Uyy, Usgy) ~
CITm_%q(nz -m+1,0, Im_q - U22‘1’ Iq - Ull)'
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Corollary 4.1.1. Let U ~ CBL (ny, ny). Partition the matrix U as
U U
U = ( 11 12
U1 U
Uy ~ CBy(ny, ng), Uggq ~ CBy,_g(n —q, ng) and T|(Uyy, Uggq) ~
CITm_q,q(rLz -m+1, 0, Im_q - U22‘1, Iq - Ull)'

j, Ui1(q xq). Then, Uy; and Usgg, are independent,

Corollary 4.1.2. Let u;; be the first element on the principal

diagonal of U. Then, u;; ~ B! (ny, ny; 62, 02).

Theorem 4.2. Let U ~ CBL(ny, ny; 02, 03) and U = TTH, where

T =(t;j) is a complex lower triangular matrix with t; >0, i =1, ..., m.
Partition T as
77 O
T = [tH t J (4.4)
mm

Then t,,,y=01-t2,, )_I/Q(Im_l —1, 1 )_l/zt and Ty, are independently
distributed, t2,, ~ BL(ny —-m+1,ny), y ~ Clt,, 1(ng —m+1,0,1,, 1,1) and
the distribution of 111 is same as that of T with m replaced by m —1.
Proof. Making the transformation U = TT H , with the Jacobian of
the transformation J(X — T) = ZmHZI tiQi(m_i)J'l in the density of U,

we get the p.d.f. of T as

m
2" (B, (ny, o)} exp(- 0F — 03)[ (¢ 2
i=1
x det(I,, — TTT Y27, [n, + ny; ny, ng; 03tE, 03(1—t3)], (4.5)
where — 0 < tij < o, i>j,i,j=1..,myand t; >0,i=1,..., m. From
(4.4), we have

_ H _
det(Z,, - TTH) = det(I’n—l YARVAT Ti1t J

— i 1-12,,
= (1= tyy)det(I,,y - Ty T)

x (1= —t2,) ¢ (1 - T TH ) e). (4.6)
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Substituting (4.6) in (4.5) we get the joint density of 777, ¢ and ¢,,,, as

f(Tll’ L, tmm) = fl(Tll)f2(tmm)f3(t|T11’ tmm)’

where
m-1
145 -1 —i+1/2
fi(Tyy) = 2" B, 1 (m, ny)} " exp(- 6F - e%)H(tiZi =i
i=1
x det(l,_1 — Ty, I 2!
Wy (ny +ng; ny, ng; 0748, 03(1 - t4)], (4.7)
oI +ng—-m+1) o nm-m+1/24 .2 yng-1
f2(tmm) =2 r(nl —m+ 1)1—~(n2) (tmm) (1 tmm) (4-8)
and

)

o W) 2 - (m-1) _ Hy\-1
Mg —(m - 1] A ~tmm) det(I,,; - T11 117 )

f3#1 115 tum) =

(U= (U=t Ly -T2 (49)

Now transforming x,, = ¢2, and y = (1 -t2,, )*1/2([m_1 _ T11T1€I)71/2t,
with the Jacobian J(, ¢, — ¥, %) = 242y 1 - x,, )" det(I,, | -

T, TH), we get the desired result.

Theorem 4.3. Let U ~ CBL (ny, ny; 07, 02) and U = TTH, where
T = (t;j) is a complex lower triangular matrix with t; >0, i =1, ..., m.
Then, t, ..., t2,, are independently distributed, t3 ~ BL(n; —i+1, ny),

i=2 ..,m and th ~ Bl(ny, ny; 62, 02).

Proof. From Theorem 4.2, it is known that t2,, ~ Bl(nl -m+1,
ny) and is independent of 7j;, which has the same distribution as T

with m replaced by m —1. Further partitioning 77; yields

t,%_l, el ~ Bl(nl —m + 2, ng). Repeated application of this procedure

completes the proof of the theorem.



... COMPLEX MATRIX-VARIATE BETA DISTRIBUTION 299
Corollary 4.3.1. Let U ~ CBL (ny, ny) and U = TTH | where T =
(t;j) is a complex lower triangular matrix with t; > 0,i =1, ..., m. Then

t4, .., t2  are independently distributed, t2 ~ Bl (n; —i+1, ng), i =1,

., M.

Now, using Theorems 3.1 and 4.3, we obtain the following result.

Theorem 4.4. Let X; and X5 be independent Hermitian positive
definite random matrices, X; ~ CW,,(n;, 3, ©;), where ©; = diag(6Z, 0,
wry 0), 1 =1, 2. Then the distribution of A = det(X;)/det(X; + Xy) is the
distribution of H:’il v;, where vy, .., v, are independent real beta
variates with density functions given by

F(nl + Ny —i+1) ny—i
5 U.
I'(ng)l(ny —i+1) ¢

1-v;)27 0<v <1, (4.10)

fori =2 3,.. mand

T(ny +ny)
['(ng)T(ny)

-1 -1
exp[- (67 +03)Jv} (1 — v )"
x Wolny + ng; ny, ng; 02vy, 05(1 —vy)], 0 < vy < 1,
where Yo is the Humbert’s confluent hypergeometric function.

Theorem 4.5. If U ~ CBL (ny, ny; 67, 03), then

fm(nl + n2)fm(nl + h)
1—‘m(nl)l—‘m(nl +ng + h)

E[det(U)"] = exp[- (07 + 03)]

><Z.O:(nl +n2)j(n1 +h)j91%j
= (nl)j(nl + g+ h)j.]!
Jj=0

x 1F(ny + ng + j; ny + ng +h + J; 9%),

where 1 F| is the confluent hypergeometric function.
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Proof. From the p.d.f. of U given in Theorem 3.1, we have

E[det(U)"]

l

_ Nm(nl tnz)rm(nl +h) exp[~ (9% i 9% )]
1—‘m(nl)l—‘m(nl +ng + h)

XJ. fm(n1+n2+h)
0<U=UH <1,, | T,y (nqy + h)T,, (ng)

det(U)Y1 "™ det(1,, - U)™2 m}

2 2
x Wo[ny + ng; ny, ng; 07117, 05(1 — uy1)]dU.
The first factor in the above integral (terms in brackets) is the complex
matrix-variate beta density with parameters n; + A and ng. The second
factor involves only ;7. Thus, integrating terms in the bracket over all

the elements of U, except the first element, we obtain

hy _ fm(nl"_nZ)fm(nl"’h) <pl— 2 2
E[det(U) ]_ fm(nl)fm(nl + g +h)e p[ (el + 62)]

T(m +ng +h) ny +h-1

u 1—uy, )2t
Tm = )(1) Jocuy 111 L7 01)

x Wolny + ng; ny, ng; 07uyq, 05(1 — gy )duy;.

Now, evaluation of the above integral using (2.5) yields the desired
result.

By noting that I,, — U ~ CBL (ny, ny; 03, 0?), and using the above
theorem, we obtain
ny + ng)T,,(ng + h)

Eﬁ Dl t el (07 + 03]
no )T, (g +n

Eldet(I,, - UY!] = 1m
rm

y i (ny + ng),(ng + h),(63)°
~ (g +ng + h)s(nQ)Ss!
x 1Fy(ng +ng +s; nq +ng + h +s; 62).

In the next theorem we give asymptotic expansion for the non-central
matrix-variate beta distribution derived in Section 3.
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Theorem 4.6. Let U ~ CBL (ny, ny; 07; 03) and W = nyU. Then W

is asymptotically distributed as a non-central complex Wishart; more

specifically
timf(w) = SO B W)t W) o (m; Oftwny)

where (W) denotes the density of the matrix W.

2
Proof. Transforming W = nyU, with Jacobian J(U — W) = ny™
in the density of U given in Theorem 3.1, the density f(W) of W is

obtained as

T ny-m ng—m
M exp[- (6} + 03)]n,™™ {%} det(lm L Wj
Im (nZ ) L (nl ) ng

2
07w w
x‘l’z{nl + ng; Ny, Ng; 1n11,6§1——n11 ,
2 2

where W; = (wqp). Now, using

Tl + 1) ny _

hm ~ 2 ’
ng—oo I, (n2 )
ng—m
lim det(Im - E) = etr(- W),
ng —w no

2
lim ‘1’2{’11 +ng; Ny, Ng; 915)11 , 9%(1 _%H = exp(03) o F (115 07wy ),
2 2

n2 —>00
we obtain the desired result.
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