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ARTICLE INFO ABSTRACT

Keywords: Air quality monitoring has traditionally been performed using robust specialized systems based
Data quality on an air filter. These systems provide high quality data, but entail a high investment, thus
Multidimensional data quality analysis limiting the scale of the deployment. An alternative way of measuring air pollution is the use

Low-cost air quality monitoring

: of optical sensors, which are mounted on an embedded system, leading to a lower cost, as
Internet of things

compared to the traditional solution. While these systems allow for a wider deployment at a
lower cost, there is a concern on the quality of the data provided by them. In this context,
the analysis of Data Quality (DQ) takes special relevance, in order to meet the requirements
established by environmental agencies. In order to tackle this issue, this paper proposes a
multi-dimensional model that estimates a unified DQ index, based on the integration of the
relevant DQ dimensions and the subjective preferences of experts in the field. We present the
development of DQ-MAN, a tool that allows the end-user to assess and visualize the DQ metrics
over different time frames, and to compute the corresponding DQ index. Our tool allows the
user to publish the summarized results in a web report. We validate DQ-MAN using a synthetic
dataset to assess the correctness of our tool, as well as a real dataset of a low-cost monitoring
system deployed in Medellin, Colombia. Based on the evaluation, we conclude that DQ-MAN is
aware of changes in DQ, and how each dimension affects the overall DQ assessment.

1. Introduction

Air pollution is one of the major concerns in modern cities, affecting the health of citizens and being responsible for over six
million of premature deaths around the globe [1]. Because of this situation, many governments have made the implementation of
air quality monitoring systems mandatory. By keeping track of the level of pollutants, governments can take actions to mitigate the
harmful effects of specific contaminants, aiming at protecting the health of the citizens.

Air quality monitoring systems are now omnipresent in many cities around the world. These systems are traditionally composed
of a network of robust and professional stations that can generate data of high quality [2]. However, these stations have a high cost
of implementation and maintenance, which makes a massive deployment unfeasible. Data gathered from these robust networks has
thus a low spatio-temporal resolution [3].

Recently, a wide range of low-cost sensors have emerged as an alternative to robust stations. Low-cost sensors are used
to implement supplementary sensor networks in the cities to increase the spatio-temporal resolution of air quality monitoring
systems [4,5]. However, there is a strong concern about the quality of data gathered from low-cost sensors. These sensors need
advanced calibration processes to provide accurate and precise measurements [6]. Even so, different factors keep affecting the
response of low-cost sensors, such as the influence of external variables (like ambient temperature and humidity), the aging of
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the sensors, or failures in the hardware system, among others [7]. All these factors threaten the quality of data of low-cost sensor
networks for air quality monitoring. In order to overcome these issues, it is necessary to analyze and improve the Data Quality (DQ)
of the information gathered by the sensors. The concept of DQ has been inherited from the Information Systems discipline, and has
been recently applied to the field of IoT, since it entails new challenges related to the volume of big data analysis, as stated in Cai
and Zhu [8].

In this context, DQ analysis has become fundamental in the design, implementation and control of low-cost air quality monitoring
systems. Over the last few decades, multiple government agencies have built quality assurance guidelines for monitoring systems,
e.g., the Quality Assurance Handbook for Air Pollution Measurement Systems by the Environmental Protection Agency (EPA) in the
USA [9], or the DIRECTIVE 2008/50/EC by The European Parliament And The Council in the European Union [10]. These guidelines
usually define a set of Data Quality Indicators (DQI), for which metrics and objectives are provided. For implementing a data quality
monitoring system, agencies must ensure the measurement of the DQI, and the fulfillment of the objectives.

In previous works, we have found that these DQI do not cover all dimensions of data quality that are relevant in low-cost sensor
networks [11]. Hence, we have evidenced the lack of a solution that considers all suitable data quality metrics to analyze data
quality for low-cost sensor networks in a multi-dimensional way. This paper presents the development of DQ-MAN, a tool that aims
at solving this problem. The tool is developed by identifying the key DQ dimensions in the context of low-cost air quality systems
through a thorough literature review. Based on these findings, we formulated the main metrics, which are consolidated in a single
DQ index. In order to assess this DQ index, we have implemented a tool based on python, that allows the end user to visualize the
DQ metrics over different time frames, and to compute the corresponding DQ index.

The contributions of this paper can be summarized as follows:

» We identify the most relevant DQ dimensions to be considered in an air quality monitoring system.

» We propose a multi-dimensional model to estimate a unified DQ index, based on the integration of the relevant DQ dimensions
and the subjective preferences of experts in the field.

» We develop a tool to perform the overall evaluation of the DQ index, and apply it to the specific case of the low-cost sensor
network deployed in the city of Medellin, Colombia.

The paper is organized as follows: Section 2 introduces the current approaches to assess DQ in IoT-based air quality monitoring
systems, by identifying the dimensions considered in these approaches. Based on the findings of Section 2, Section 3 introduces
the proposed strategy, followed by the implementation of DQ-MAN in Section 4. Sections 5 and 6 present the results obtained of
DQ-MAN in both a synthetic and a real dataset. Finally, Section 7 concludes this paper.

2. Assessing data quality in IoT

DQ is a field that has attracted the attention of researchers of different disciplines, apart from IoT. In the Information Systems
field, different authors have tried to understand what DQ means to data consumers. The study developed by Wang and Strong in
1996 [12] analyzes two surveys on different data customers, defining a set of attributes that can assess DQ. Authors identify a set of
20 DQ dimensions grouped in four categories (intrinsic, contextual, representational, and accessibility DQ). Wang in 1998 proposes
a framework extensively used for improving DQ in information products [13].

Similarly to the framework proposed by Wang [13], the authors in [14] identify four research themes for analyzing DQ in IoT
systems: (1) definitions (dimensions), (2) measurements, (3) analysis, and (4) design and development. A comprehensive survey for
DQ in IoT systems [7] also defines DQ and DQ dimension in this context. The authors also present the endangering factors that
threaten DQ in IoT, and the common manifestations of DQ problems.

Although different studies agree on the definition of the dimensions, they do not agree on the individual dimensions they address.
The dimensions analyzed in these studies may also differ from the DQI defined in the regulatory guidelines. For these reasons, we
develop a review for identifying the most frequently dimensions mentioned in IoT systems, and their relationship to DQI established
in the guidelines.

2.1. Review methodology

The review was developed by adapting the procedure proposed by Petersen in [15]. Even though our goal was not to develop a
systematic literature or mapping review, we followed this procedure. Starting with [7], we stated the following research questions,
to be answered by our search:

» RQ1: Which key parameters and dimensions should be taken into account to comprehensively assess the quality of data in an
IoT application?

» RQ2: How to estimate the quality of data in an IoT application?

» RQ3: How can we define a data quality index to inform applications (or its users) about the feasibility of using that data to
make proper decisions?

Based on these research questions, we created the search string shown in Table 1. We highlight the main key-words (in bold)
and connect with their corresponding variations by using the OR logical operator. We used the AND logical operator to connect the
resulting keyword groups. This search string was then applied to the SCOPUS database. We acknowledge the existence of several
works in the field of DQ. However, we are interested only on those that apply the concept to the field of IoT.
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Table 1
Search query used in the literature review.

Keywords group 1: “data quality”, DQ, “quality of data”
Keywords group 2: assessment, evaluation, measurement
Keywords group 3: “internet of things”, IoT, “wireless sensor networks”, WSN

Table 2
DQ dimensions present in IoT-related studies, and its mapping to DQI (for each referenced study, we include the first three letters of the first author’s last name
and the year of publication).

DQ dimension Studies Related DQI
Liu Kar. Sic. Bya. Li Abo Lio. Kue. Guo Cas. Sic.
2019 2016 2016 2020 2012 2017 2019 2018 2015 2014 2018
[14] [71 [16] [17] [18] [19] [20] [21] [22] [23] [24]
Accuracy 4 v v v v 4 Accuracy,
Uncertainty,
Bias.
Precision v Uncertainty,
Precision
Timeliness v v v v v v v v Min. time
coverage, Rep-
resentativeness.
Completeness v v v v v v v Completeness,
Min. data

capture, Min.
time coverage.

Data volume v v Min. number
of sampling
points, Repre-
sentativeness.

Data redundancy v v -
or duplicates

Utility v v -

Ease of access or v —
accessibility

Concordance or v v v Comparability.
consistency

Validity or v v Detection limit.
plausibility

Interpretability v -
Confidence v Uncertainty.

Source v v -
reputation or
Trust

Access security v v v -
Artificiality v -

In the results of the search, we can highlight [14], which was used for snowballing, together with [7]. The articles that resulted
from our search were used to identify the data quality dimensions and their measurement or assessment in IoT-related fields. The
DQ dimensions mentioned in [7] are accuracy, confidence, completeness, duplicates, data volume, timeliness, ease of access, access
security, and interpretability; while the DQ dimensions mentioned in [14] are accuracy, timeliness, completeness, utility, data
volume, and concordance. Apart from these, we selected relevant articles that mention distinct DQ dimensions.

Our search also lead us to identify [9,10], relevant guidelines established by the USA EPA and the EU in terms of DQI defined
for the specific application of air quality monitoring.

2.2. Results of the literature review

Table 2 presents a summary of the results of our review. The first column list the DQ dimensions that were identified. The second
column shows some relevant articles that treat such dimensions. And the third column presents the relationship between the DQI
suggested in the guidelines [9,10] and the DQ dimensions identified in the literature review. Based on the definitions of the DQ], it
is possible to evidence similarities among both dimensions and indicators concepts, allowing us to propose a mapping.

Our literature review concludes that DQ is a multidimensional concept that has been approached in different ways for IoT
systems, and that involves all parts of the system, independently of its context or technology. Most of the studies focus on
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accuracy calculations [7,14,16,17,22,24], for which a reference is needed; sometimes that reference can be obtained from other
sensors, user inputs, or models. Some studies describe methods to evaluate DQ [7,23], some of them build models to estimate
DQ [16,21,24], some others provide explicit equations to estimate it at some DQ dimensions [14,19,20,22], while others only
mention DQ dimensions [17,18]. It is worth mentioning that the use of contextual information is a key point when evaluating DQ;
this is because each application is deployed in a specific context, where the DQ expectations are different, and the endangering
factors are also different. Thus, having knowledge about the context will help to better study the DQ dependence on application
factors.

Even though some studies agree on definitions, dimensions or DQ measurement techniques/metrics, we did not find a
comprehensive way to estimate DQ in IoT, and over all its defined dimensions. Based on the findings of our study, we identify
a set of used dimensions in IoT, and provide their definitions, in order to propose some metrics for their individual evaluation,
which are directly extracted from the related studies. These definitions were adapted to obtain a value between 0 and 1, in order
to satisfy the first DQ axiom presented in [25], and in concordance with the proposal presented in [26].

3. DQ evaluation strategy

In this section, we propose a DQ evaluation strategy which integrates metrics to evaluate the main DQ dimensions, and a model
to estimate a single DQ index based on the user subjective preferences. To create this strategy, we first select, or propose in some
cases, metrics to assess each DQ dimension. The metrics were constructed in such a way that the result is a number in the range
[0, 1], where values closer to 0 stand for poor DQ, and values closer to 1 stand for a good DQ. Then, using these metrics, we apply
a model which is a combination of weights and parameters, where the weights are obtained using the Pairwise Comparison Matrix
(PCM) technique, while the parameters correspond to each dimension’s DQ estimation. In the following subsections, we present first
the metrics selected, and then we explain the model.

3.1. Metrics to evaluate DQ dimensions

In the context of air quality monitoring systems, the important data attributes to evaluate quality of data are called DQI, related
to the Data Quality Objectives (DQO) that specify the levels of accepted thresholds of such DQI. There are two main regulation
entities that have defined the indicators and requirements, namely the The European Parliament And The Council in the EU with the
DIRECTIVE 2008/50/EC [10], and the Environmental Protection Agency (EPA) in the US with the Quality Assurance Handbook for Air
Pollution Measurement Systems [9]. In both guides, it is possible to find the definitions for DQI such as accuracy, uncertainty, bias,
precision, completeness, minimum data capture, minimum time coverage, minimum number of sampling points, representativeness,
comparability and detection limit. However, the metrics or formulas for the assessment of air quality monitoring indicators are not
explicitly given in the guidelines.

As mentioned in Section 2.2, based on the definitions of the DQI, we could find similarities among both dimensions and indicators
concepts, allowing us to propose a mapping. With this mapping, we can apply the metrics proposed in following subsections to
evaluate the DQ of this application, helping to demonstrate of the approach exposed in this research. Metrics for DQ dimensions
in IoT are much easier to be identified and are usually consistent among different works. The metrics to be used in our model are
selected based on the literature review (see Table 2). However, it is possible to use a different set of metrics to assess the DQ levels,
based on the specific application. It is important to notice that one could use a different criteria to define the set of DQ metrics,
by identifying the requirements and the extent of the decisions to be taken through the analysis of the data. For instance, Heinrich
et al. [25] propose a framework to identify (or create) DQ metrics based on a set of five requirements.

With regards to the parameters of the model, the air quality DQ indicators to general IoT DQ dimensions mapping (see the last
column of Table 2) proposed in [11], helps to identify which air quality sensor data attributes are related to which IoT data quality
dimensions.

We can see that uncertainty appears thrice in the mapping to DQ dimensions. That can be explained since this indicator can
be used to encompass the bias, accuracy, and precision indicators. And, actually, it can be used to develop a single metric that
considers all the sources of error. However, this calculation would be more complex since identifying and characterizing all sources
of error in an IoT application is a difficult task. It will be found in the following sections that the uncertainty indicator is used, but
for only one source of uncertainty, the between sampler/instrument uncertainty defined in [27] as Eq. (1), where » is the number
of samples, y;; and y;, are the measurements of two sensors measuring the same variable within a node, and j is the average of
both sensor 1 and sensor 2 measurements.

Z?:l Wig — yi,2)2
2nj?

@

Uncertaintypg =

For consistency with other DQ dimensions, we can define Eq. (2) to get a value between 0 and 1, where 0 means a bad quality
and 1 means a good quality.

DQ,er = max (0,1 — Uncertaintypyg) (@)

In the following, we define the most relevant dimensions and provide some metrics that can be used to estimate the DQ for each
dimension.
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3.1.1. Accuracy

Accuracy is probably the most important and studied dimension, In [14,28], it is defined as “the degree to which data has
attributes that correctly represent the true value of the intended attribute of a concept or event in a specific context of use”. [14]
also defines it as “the extent to which an observation for the object truly reflects its real-world situation”. The accuracy is related
to other attributes, such as precision, validity, correctness and uncertainty.

[7] also provides a definition as “the maximal absolute systematic error «, such that the real values belong to the interval
[v—a,v+ a]”’, where a = @, v,, is the observed or measured value, and v is the value accepted as true. It is evident that the
accuracy is related to the similarity between the measured value and the real value. Eq. (3) shows the metric used to compute for
the accuracy dimension.

DQ,.., = max (0,1 —a) 3)

3.1.2. Precision
Regarding the precision, [24] defines it as “the degree to which further measurements of the same phenomenon in a close
time instant provides the same or similar results” and it can be represented as the standard deviation of the measurement
X @,

2
) , where 7,, is the mean of the measurement over the N observations. To express it in the range [0, 1], the coefficient

(€))

3.1.3. Timeliness

From [14,28], timeliness is described as “the degree to which data has attributes that are of the right age in a specific context of
use”. Another alternative definition is “the extent to which an observation for the object is updated at a desired time of interest” and
it is related to terms like currentness, currency, volatility, latency, freshness, data rate, delay, frequency, promptness. E.g., in [16]
describes it as “the extent to which the age of data is appropriate for the task at hand”. [7] provides a short and direct definition:
“the difference between the current timestamp and the recording timestamp. May express both the age and the punctuality of
a data item”. It can be interpreted as whether the data is arriving on time to be used in the current tasks of the system. If the
difference between current time and the arriving time of the data is off a defined range (if the observation is too old) the timeliness
is lowered [21].

As proposed in [29], the timeliness can be calculated in terms of the Currency = CurrentTime — Timestamp(v,,), and volatility,
defined as the time during which data remain valid. Eq. (5) is the proposed metric for the timeliness dimension.

Currency

DQ,;,,, = max | 0, ——— 5
Qiime < Volatility) )
Base on this definition, timeliness can be interpreted as whether the data is arriving on time to be used in the current tasks of
the system. If the difference between current time and the arriving time of the data is off a defined range (if the observation is too

old) the timeliness is lowered [21]. If the application does not require real-time information, this dimension is not relevant.

3.1.4. Completeness

Together with the accuracy and the timeliness related dimensions, the completeness is widely used in most studies. [14,28]
define it as “the degree to which subject data associated with an entity has values for all expected attributes and related entity
instances in a specific context of use”, and it is related to attributes like the availability and missing data. An alternative definition
is “the extent to which all expected data is provided by IoT services” [18]. In [7] the authors suggest “the ratio of non-interpolated
items to all available (i.e., both non-interpolated and interpolated) data in the considered stream window”. It is basically the ratio
between the retrieved data and the expected data, as in Eq. (6).

_ #CollectedV alues

D = 6
Qeomp #ExpectedV alues ®

3.1.5. Data redundancy/duplicates

Data redundancy or repeated data is accounted as for the amount of data items that have the same timestamp. This might be
caused by abnormal network transmission that makes data to be transmitted or received multiple times [22]. The proposed metric
for data duplicates is presented in Eq. (7).

#RepeatedT imestamps
#CollectedV alues

DQdupl =1- (7)
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3.1.6. Concordance/consistency

In [14], the authors define concordance as “the degree to which data has attributes that are free from contradiction and are
coherent with other data in a specific context of use”. It is related to concepts like consistency. An alternative definition cited by
the same author and given by [21] is “the extent to which the data elements from a data source are in an agreement with the data
elements from further individual data sources that report correlating effects”. Both definitions take data from several sources to
compare them in terms of correlation to evaluate their concordance.

Additionally, in [22], three different types of consistency are given: consistency of acquisition frequency, consistency of zero
value and instrumental consistency. The first one is related to the timeliness. The second one is related to the concordance of the
zero value of one sensor with the value of other sensors in the same node. The third one is related to the similarity of an observation
when measured with different instruments.

qcon(XO) = z A’i(XO) : C(XO,X,-) (8)
i=1
_ qcon(xo)
DOQeone = —— 9

Based on Eq. (8) proposed by [21], we can define (9). Where, with some modifications, c(x,,x;) = |p;;| is the absolute value of
the Pearson correlation coefficient between variables x, and x;, N is the number of variables, and 4; = max (0, % is a weighted
function that penalizes the correlation with variables according to their distance d;. D is to be defined according to needs, e.g. it
can be tuned as twice the distance to the nearest neighbor. It represents the maximum distance to take into account the correlation,
where the weight is equal to zero.

An easier proposal is to calculate it as the absolute value of the Pearson’s correlation coefficient between variables x, and x;, as
in Eq. (10):

DQCG"C = Ipxoxll (10)

Note that Egs. (9) and (10) hold as long as there is a linear relationship between (x,, x;), and they are normally distributed. The
ranked-based Spearman correlation coefficient can also be used in the calculation of the concordance, when those conditions are
not met.

3.1.7. Confidence

Authors in [7,30], define the data confidence as “the statistical error ¢, such that [v — ¢, v + €] contains the real value with a
confidence probability of p”. With ¢ = z - in,n > 30, the proposed metric for the confidence data quality dimension is presented
in Eq. (11), here it is used the standard deviation of the sampled interval and z is the score corresponding to the confidence level
p. [30] explains that it represents the statistical measurement error due to random environmental interferences, such as vibrations
or shocks.

DQ,,; =1~ Ui an
m

3.1.8. DQ dimensions selection

Using previous definitions and having in mind the application in the context of air quality monitoring, it is possible to map
the air quality DQ indicators to general IoT DQ dimensions as in Table 2. This mapping helps to identify which air quality data
attributes are related to the IoT data quality ones. Note that we have not presented definitions and metrics for dimensions like data
volume, utility, ease of access, validity, interpretability, trust, access security, and artificiality, because they are not applicable to the
air quality monitoring context on which this study is based. With regards to timeliness, our analysis is not performed in real-time,
and hence we did not include this dimension. As evidenced, not all dimensions have a match on the indicators side. One probable
explanation is that air quality monitoring applications only care about sensors’ measurements, performance, and disposition. In
contrast, the context of IoT is broader, and there is also concern about contextual and system aspects like the utility of data, its
accessibility, interpretability, artificiality, accessibility, trust and access security.

3.2. Model to obtain a single DQ index

The DQ evaluation strategy encompasses the study of the air quality application to identify the set of DQ dimensions in this
context, and then define the metrics to be used for the per-dimension DQ estimation. We propose a weighted linear average model
to estimate a single DQ index based on the selected dimensions and the user subjective preferences of data quality. The model is a
combination of weights and parameters, where the weights are obtained using the Pairwise Comparison Matrix (PCM) technique,
while the parameters correspond to each dimension DQ estimation. This approach is similar to the strategy proposed in [31] for
QOE, where authors used the PCM to get the user priorities, which are put in a weighted average equation as a model to estimate
the overall QoE, but instead of QoD and Qol parameters, we use dimensions indexes. This is shown in Eq. (12).
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Table 3
Fundamental scale for pairwise comparison [32].
Intensity of importance Definition Explanation
of an absolute scale
1 Equal importance Two activities contribute equally to the objective.
3 Moderate importance of one over another Experience and judgment strongly favor one activity over another.
5 Essential or strong importance Experience and judgment strongly favor one activity over another.
7 Very strong importance An activity is strongly favored and its dominance demonstrated in
practice.
9 Extreme importance The evidence favoring one activity over another is of the highest
possible order of affirmation.
2,4,6,8 Intermediate values between the two adjacent When compromise is needed.
judgments
Rationals Ratios arising from the scale If consistency were to be forced by obtaining n numerical values to

span the matrix.

Reciprocals If activity i has one of the above numbers assigned to it when compared to activity j, then j has the reciprocal value when
compared to i.

Eq. (12) is used to compute an overall DQ index based on a set of DQ estimations for each dimension DQ;,,, and a set of weights
w; or v; obtained from the PCM (this technique is discussed in later in this section).

Dandex =4 (wl DQaccu + wZDQprec + w3DQconf + w4DQcomp + wSDQtime
+w6DQl:alu +wy DQredu + w8DQnanc) (12)

+(] - ”) : (Ul DQutil + 0, DQacce +u3 DQime + U4DQtrus +0s DQarti + U6DQacce)
u is a parameter used to adjust the relative importance of the data-related dimensions (accuracy, precision, confidence,
completeness, timeliness, data volume, data redundancy and concordance) and the system-related dimensions (utility, accessibility,
interpretability, trust/reputation, artificiality and access security). The value of i can be tuned by the user according to the specific

characteristics of the context. In order to make the DQ index to lie within the range [0, 1], » must be also in this range. Also, the
weights on both parts should satisfy the condition that their sum is equal to one:

M-
=
I

13)

a4

_Mo
=
Il
—_

1

If the number of dimensions to be considered is lower or higher, both equations can be adjusted accordingly.

The PCM technique is part of the Analytic Hierarchy Process (APH), a multi-criteria decision making approach proposed by [32],
that aims to identify the preferences that an individual has over a set of factors. We used it to evaluate the priorities that a data
consumer has over a set of data quality dimensions in a given [oT context, particularly the air quality monitoring.

To compare the factors, the technique uses the fundamental scale of absolute numbers [32,33]. It consists of verbal judgments for
comparing two factors using a range from equal to extreme (equal, moderately more, strongly more, very strongly more, extremely
more), and corresponding to the qualitative judgments there is a set of numerical judgments (1, 3, 5, 7, 9) [32]. Table 3 presents
the verbal judgments in more detail.

The implementation of the technique starts with the creation of a questionnaire that is shared with experts in the context of the
application, who fill it according to the criteria shown in Table 3. In our case, we survey four experts in the field of air quality
monitoring systems who have used the data to make decisions. Once the questionnaire is filled, the results are arranged in a matrix
(table), where the diagonal is always 1, meaning that a dimension compared to itself is equally important. The values over the main
diagonal are actually those given by the user preferences, while the values below the main diagonal are reciprocals from those
above it, i.e. given the m x m matrix A, and its elements q; s where m is the number of dimensions, it satisfies that:
a;;Xa;=1,Y1i,j (15)

The next step comprises the normalization of the matrix in such a way that the sum of every column is equal to one. This is
needed in order to satisfy the constrains discussed before:

0= (16)
ij = ~m
Z;il a
The weights are calculated as the mean of each row in the normalized matrix:
XLy i
w; = “i=1 7l a7
m
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Table 4
Weights obtained from different user’s answers (Env., Acc., Prec., Conf., Compl., Dupl., and Conc. stand for environmental, accuracy, precision, confidence,
completeness, duplicates and concordance, respectively).

User Field Acc. Prec. Conf. Compl. Dupl. Conc. Total
1 Air Quality, Env. monitoring 0.35 0.10 0.19 0.15 0.04 0.18 1.00
2 Air Quality, Env. monitoring 0.43 0.22 0.16 0.11 0.06 0.02 1.00
3 Sensors, IoT 0.40 0.14 0.12 0.07 0.03 0.23 1.00
4 Sensors, IoT 0.35 0.20 0.14 0.06 0.02 0.22 1.00

Data Quality Assessment Tool

Configure Evaluation
Parameters
7
Load Data <
\
\
1
7
" </
Evaluate Data Quality N
\
1
1

1
Upload result files to 7

Google Sheets and Open
Google Data Studio

Visualize Results

Fig. 1. DQ-MAN use case diagram.

User

Table 4 shows the results of the weights obtained by applying the PCM process. Bold text was used to mark the maximum
and minimum weights. It turns out that the accuracy dimension received the highest weight, while the data duplicates dimension
received the lowest weight in 3 out of 4 cases, indicating that users have preferences for data reflecting the true value, while the
presence of repeated information is not considered very relevant. Notice that the relevance of the accuracy dimension can be biased
by different interpretations of this dimension, as it changes according to the specific application (see Haegemans et al. [34]).

4. DQ-MAN tool implementation

This section presents the details about our implementation of the software platform to evaluate the DQ of the air quality
monitoring application. The software implements the metrics and the model of the strategy proposed in this research work, allowing
the user to visualize the results through a web report.

4.1. DQ software design

The design process for implementing the software starts by defining the use cases of the platform, according to the requirements
of a user that needs to evaluate DQ. Fig. 1 depicts the use case diagram of the system, and it is composed by the following use cases:

1. Configure Evaluation Parameters: A setup module where the user should input parameters that are necessary for the DQ
evaluation. Details are given in Section 4.2.

2. Load Data: A load module to read the datasets specified by the user and transform them into dataframes to be processed by
the software. A data cleaning module was added to remove “known” outliers. Details are given in Section 4.3.

3. Evaluate Data Quality: A DQ evaluation module that will perform all the DQ assessment over each dimension. Details are
given in Section 4.4.

4. Upload Result Files: An API to upload result files to a spreadsheet, for the user to easily find and read the DQ status. Details
are given in Section 4.5.1.

5. Visualize Results: A visualization module to report the DQ indexes and DQ evolution over time. Details are given in
Section 4.5.2.

As displayed in the use case diagram, the user will have three interactions with the tool, first for loading the data, second for
setting up the parameters, and finally for visualizing the report. The architecture of the system is depicted in Fig. 2. In the following
subsections, a description for each module is presented. The Python code is quite readable and, in most of the cases, it was put
without modifications, however, some lines were trimmed to show only the important parameters. The source code is available in
GitHub https://github.com/julioeagle/DQ_Repo. The files are Total DQ Measurement.ipynb and DQ2.py.
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Fig. 2. System architecture.

4.2. Setup

The setup module is responsible for the initialization of the environment and the variables of global parameters used for the DQ
assessment. It contains the Python packages that were installed on the machine. After the installation, the required modules were
imported. We developed the DQ2 module, which implements the main functions for data cleaning and data quality evaluation.

In the setup process, the user should define the weights, the start and end times, and the confidence level to be used in the
consistency DQ evaluation. Note that the weights were previously obtained from the PCM result, as described in previous section.
As stated earlier, these weights reflect the importance that an user gives to each dimension. If wished so, one could freely set these
parameters, just guaranteeing that their sum is 1. The start and end times should be within the minimum and maximum timestamps
of the datasets. The confidence level is expressed as a percentage, and it should be set to any value desired by the user.

4.3. Load module

The load module pops up a select file dialog box, implemented using the get path() function, asking the user for choosing 3 files:

« Input the file with the dataset to evaluate (in csv format).
« Input the file with the reference values or ground truth (in csv format).
« Input the file mapping the test nodes to reference stations (in csv format).

Once the files are selected, we read them as Pandas dataframes for their treatment in Python. In the load module, we call the
clean_sort data() function, which returns a clean dataset free of inconsistent data, i.e., records out of the sensor ranges and data off
Q3+ 1.5 * IQR, (outliers).

Besides loading and cleaning the data, we print a summary of the size of the dataset to be analyzed, where it is filtered by the
start time and the end time. It shows the number of nodes and the amount of one-minute measurements within the defined period.
Similarly, it shows the amount of reference stations and the amount of one-hour measurements within the defined period.

4.4. Data quality evaluation module

The DQ evaluation module is composed by two parts, firstly is the Python multiprocessing module for parallelization, in which
the pool object is created with the number of available cores in the machine, so that the processes to calculate the DQ with the
function eval dq() run independently for every input of the function. For instance, the DQ assessment of every node in the citizen
science dataset is processed by a different processor in a distributed manner.

The eval dg() function uses separated sub-functions for the DQ calculation of each dimension. The second part computes the
weighted average. Note that the DQ assessments of each dimension are not separated by the type of sensor used (two different
sensors were used in the citizen science system, DF Robotics HK-A5 and NOVA SDS011), instead, an average of both measures is
used. In this study, we show our approach only with the PM2.5 variable measured by the DF and NOVA sensors, while the PM10
measurements are ignored, and the relative humidity and the temperature are only used when measuring the correlation, i.e., we
do not take into account their accuracy. Also, it should be noted that to align the node data to the robust stations data, we part
from the idea that a robust stations report the accumulated PM2.5 measurements from the last hour, for example, the accumulated
measurements from 8:00 AM to 8:59 AM are reported at 9:00 AM. However, the data from the nodes are available every minute,
hence, to get a single measurement, we averaged the last hour data, for example, the data reported at 9:00 AM is the average of
the measurements taken between 8:00 AM and 8:59 AM (60 samples if data is complete).

4.5. Visualization module
The visualization module is composed by two parts, the first one is the Google Sheets API, which is used to export the output

dataframes dim_time, dim_node and dim_DQ to their corresponding sheets in the spreadsheet. The second part is the Google Data
Studio report, where the data from the spreadsheet is imported and displayed as tables, maps, histograms, and time series.
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Table 5
Description of the changes in the DQ dimension according to the parameters in the algorithm for creating the synthetic dataset.
Dim Description
ACC Modify the accuracy dimension of the Var selected by multiplying the interpolated data for a Prop value.
PREC Modify the precision dimension of the Var selected by adding a random error with a mean equal to zero and a standard deviation
proportional to the mean (Prop s mean).
COMP Modify the completeness dimension of the Var selected by removing a Prop% of the interpolated data.
DUPL Insert a Prop% of duplicated data to the Var selected.

4.5.1. Google sheets API

This API was coded using documentation and examples provided by Google. To setup the API. some parameters need to
be defined. The variable SCOPES is where the read/write access is provided, the SPREADSHEET_ID is easily obtained from
the spreadsheet url, the credendials.json file is generated in the Google Developers console, the file should be downloaded and
saved in the local directory. The spreadsheets.values.clear() method is used to clear sheets before updating the data in them
with the spreadsheets.values.update() method. In both methods, it is necessary to pass the SPREADSHEET_ID and the range
(sheet_name!cell range) where the data will be cleared/updated.

4.5.2. Google data studio report

This tool is used to convert data to graphic reports, and it was preferred over others like Tableau or Power BI because it is easy
to integrate to Google Sheets, it is easy to share, it is free, and it has the features required for this project. The designed report has
8 pages, the first one shows data DQ results for all the dimensions, while the others present the results per dimension. It contains a
scorecard to show the overall DQ index, radar charts to display and compare the total DQ per dimension, time series to show the
evolution of DQ in an hourly basis, tables to show the DQ per node for DF and NOVA variables, an interactive map to show the
node’s locations and their DQ, and histograms to show the DQ distribution of the one-hour records.

From this section, it can he highlighted the use of software like JupyterLab to program in Python using notebooks, which allows
a better segmentation and documentation of code. Github as a repository for version control and backups. Google Sheets, which
provides an API that can be accessed from Python, and that allows saving the results online. And Google Data Studio, to build the
online graphical report out of the data quality results in Google Sheets. At the same time, the relationship between each module is
clearly established and separated in different cells.

The implementation was meant to comply with the proposed strategy, finding it in the data quality evaluation module.
Furthermore, the tool has other modules that complement the final architecture, and that help the user to interact with it, besides
some simple features that look to improve the experience.

5. DQ-MAN tool experimental evaluation

In this section, we present the experimental evaluation developed to assess the correctness of the DQ-MAN tool. We perform
two evaluations, the first one using a synthetic dataset with controlled DQ and, the second one, using a real dataset taken from the
SIATA system.

5.1. Evaluation on a synthetic dataset

To evaluate the tool in terms of its capability to detect changes in DQ, we develop an algorithm to create a controlled synthetic
dataset. The algorithm includes some parameters for modifying the dataset in order to induce known changes that would affect DQ.

The algorithm takes hour-to-hour real measurements from robust stations and synthetically creates indicative measures with
minute-to-minute resolution. We use an order two interpolation process for creating the base indicative measurements. We create
synthetic values of temperature and relative humidity based on a three order polynomial regression algorithm from the PM2.5
measurements. Then, the algorithm changes the indicative measurements in a controlled manner, according to the parameters
received. Parameter Var defines the variable to modify, which can take the values DF or NV for the synthetics DF or NOVA sensors.
Parameter Dim selects the dimension to change, i.e., ACC, PREC, COMP or DUP, for accuracy, precision, completeness or duplicates,
respectively. The parameter Prop defines the proportion of the alteration. Table 5 presents a description of the parameters’ effect
in the selected dimension.

Table 6 presents the modifications induced into the dataset and the results obtained using DQ-MAN. The Test Detail super
column shows the variations introduced to the dataset for each Dimension in terms of proportions Prop1l and Prop2 corresponding
to the variables Varl and Var2, respectively. We develop 26 different experiments which are identified by the dimension we intent
to change in the synthetic dataset (first column Dimension), and a test number (# column) which enumerates the experiments
developed for each dimension. BASE 0 is the experiment developed with the synthetic dataset with no changes.

Next, columns ACCU, PREC, COMP, DUPL, CONF, CONC, UNCER of Table 6, show the result DQ levels related to the variation
of the DQ for each dimension and for the variables where they were assessed. It might not be intuitive for some dimensions like
the data duplicates, that a result close to 1 is an excellent index, for that reason it is important to remember that every DQ index
ranges from O to 1, where 0 is a poor DQ level, while 1 is an excellent DQ level. The metrics were built in this way to maintain the
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Table 6
Summary of tests and results of the tool’s DQ awareness.

Test Detail ACCU PREC comMmpP DUPL CONF CONC UNCER DQIndex
Dim. # Varl Propl Var2 Propl DF NV DF NV DF NV DF, NV DF NV DF-NV  DF-ST DF-HU DF-TE NV-ST NV-HU NV-TE DF, NV Total
BASE 0  Synthetic dataset - no changes 091 091 094 094 100 100 1.00 098 098 100 094 099 099 094 099 099 100 0.95
Accu 1 DF 0.80 0.81 0091 0.94 0.94 1.00 1.00 1.00 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 0.84 0.93
ACCU 2 DF 0.50 0.51 0091 0.94 0.94 1.00 1.00 1.00 0.98 0.98 1.00 0.94 0.99 0.99 0.94 0.99 0.99 0.53 0.88
Accu 3 NV 1,20 0.91 0.77 094 0.94 1.00 1.00 1.00 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 0.87 0.93
AcCcu 4 NV 1,50 0.91 0.48 094 0.94 1.00 1.00 1.00 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 0.72 0.88
AcCCU 5 DF 0.80 NV 1.20 0.81 077 0.94 094 1.00 1.00 1.00 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 0.72 0.91
PREC 1 DF 0.20 091 091 079 094 099 100 1.00 093 098 0290 094 0290 028 094 099 099 086 0.90
PREC 2  DF 0.50 089 091 055 094 096 100 1.00 085 098 016 091 016 015 094 099 099 068 0.86
PREC 3 NV 0.30 091 090 094 070 100 099 1.00 098 090 022 094 099 099 093 022 021 079 0.88
PREC 4 NV 0.40 0.91 0.90 0.94 0.61 1.00 0.98 1.00 098 0.87 0.18 0.94 0.99 0.99 0.92 0.18 0.18 0.73 0.87
PREC 5 DF 0.20 NV 0.30 0.91 090 079 070 0.99 0.99 1.00 093 0.90 0.15 0.94 0.29 0.28 0.93 0.22 0.21 0.75 0.86
comp 1 DF 0.10 NV 0.10 0.91 0.91 0.94 0.94 0.90 0.90 1.00 098 0.98 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.94
comp 2 DF 0.20 NV 0.20 0.91 0.91 0.94 094 0.80 0.80 1.00 098 0.98 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.92
coMP 3 DF 030 NV 0.30 091 091 094 094 070 070 1.00 097 097 100 094 099 099 094 099 099 100 0.91
coMP 4  DF 0.40 NV 0.40 091 091 094 094 060 060 1.00 097 097 100 094 099 099 094 099 099 100 0.89
coMP 5 DF 0.50 NV 0.50 091 091 094 094 050 050 1.00 097 097 100 094 099 099 094 099 099 100 0.88
DUPL 1 DF 0.10 NV 0.10 0.91 0.91 0.94 0.94 1.00 1.00 0.91 0.98 0.98 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.95
DUPL 2 DF 0.20 NV 0.20 0.91 0.91 0.94 0.94 1.00 1.00 0.83 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.95
DUPL 3 DF 0.30 NV 0.30 0.91 0.91 0.94 0.94 1.00 1.00 077 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.94
DUPL 4 DF 0.40 NV 0.40 0.91 0.91 0.94 0.94 1.00 1.00 0.72 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.94
DUPL 5 DF 0.50 NV 0.50 0.91 0.91 0.94 0.94 1.00 1.00 0.67 0.98 098 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.94
CONF 1 P 9.0 std = 0, Comp = 1 091 091 094 094 100 100 1.00 099 099 100 094 099 099 094 099 099 100 0.95
CONF 2 p 950  std = 0, Comp = 1 091 091 094 094 100 100 1.00 098 098 100 094 099 099 094 099 099 100 0.95
CONF 3 p 7.0 std = 0, Comp = 1 091 091 094 094 100 100 1.00 098 098 100 094 099 099 094 099 099 100 0.95
CONF 4 P 99.0 std = 0, Comp = 1 0.91 0.91 0.94 0.94 1.00 1.00 1.00 0.98 0.98 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.95
CONF 5 P 99.9 std = 0, Comp = 1 0.91 0.91 0.94 0.94 1.00 1.00 1.00 097 0.97 1.00 0.94 0.99 0.99 0.94 0.99 0.99 1.00 0.95
CONC Other dimensions Results based on other dimensions

UNCER Other dimensions Results based on other dimensions

consistency. The texts in the table were shortened to optimize the space, i.e., DF stands for the PM2.5 measurements of the Citizen
Science node DF sensor, NV stands for the PM2.5 measurements of the Citizen Science node Nova sensor, ST stands for the PM2.5
measurements of the robust SIATA station, HU stands for the relative humidity measurements of the Citizen Science node sensor
and TE stands for the temperature measurements of the Citizen Science node sensor.

Finally, the last column, DQIndex, of Table 6 presents the results of the overall DQ index as the weighted average of the per-
dimension results. To help the reader identify results in the table, bold text was used for the table records where changes were
evidenced. Now we discuss each result in detail:

BASE 0: These are the raw results of the evaluation on the synthetic dataset changing no parameter on it. The resulting accuracy
of the dataset is 0.91 which is not 1. We consider this as a normal behavior because the true value corresponds to the hourly
measurement of the robust stations. However, the measured value corresponds to the hourly average of the n one-minute samples
within the hour, it means that by default there is a bias when calculating the accuracy. Adding or subtracting an offset to the DF or
NOVA variables will make the accuracy decrease. Similarly, it is expected that the precision is not 1 because it stands for dispersion
(standard deviation) of the n measurements within the one-hour periods. For example, adding random noise to the DF or NOVA
measurements will increase the dispersion and the precision will decrease.

Regarding the completeness, it is 1 since the synthetic dataset does not have missing data. Removing rows from the dataset,
i.e., creating missing values, will make the completeness decrease. The data duplicates is 1 since the synthetic dataset does not
contain repeated values by default. Adding repeated records (rows with the same timestamp) will result in a reduction the data
duplicates index. The confidence dimension depends on variables like the standard deviation of the sample (in the 1-h intervals),
the number of samples »n and the desired confidence level p, avoiding it to reach 1. The confidence level was set to p = 99% for this
test. A variation of any of these three parameters will make the confidence decrease.

The concordance of the raw synthetic dataset is 1 or close to 1 because the DF and NOVA measurements were set to the same
values. Also, both the DF and NOVA measurements have a high correlation to temperature and humidity because of the regression
model constructed. It shows that there is a high linear dependency between the two variables. Changes in the trends or behavior of
the variables will make the concordance decrease.

Finally, the uncertainty is a DQ indicator added to assess the error due to differences between the DF and the NOVA measurements
and its result is 1 because the between-sampler uncertainty is 0, meaning that the DF and NOVA measurements are totally the same.
Any variation on one measurement, will make the uncertainty decrease. The overall DQ index for this test is 0.95, evidencing the high
quality of the dataset, but the dimension that affected it the most was the accuracy, whose weight is 0.35, followed by confidence
with 0.19, concordance with 0.18, completeness with 0.15, precision with 0.09 and data duplicates with 0.04, see Table 4.

The uncertainty was not included in the overall calculation of the Data Quality Index. Note that there are several DQ values
for each dimension; for example, the accuracy, the precision and the confidence dimensions have a value for both DF and NOVA
measurements. To get a single value per dimension, we averaged the DQ results of DF and NOVA on each dimension. Because of
the weight obtained for the accuracy, small changes on it will highly impact the overall DQ index, but changes in precision and
data duplicates will barely impact the overall DQ index.

ACCU 1-5: This experiments are developed with the intention of changing the accuracy of the synthetic dataset. We multiplied
the DF PM2.5 variable measurements by 0.8 and 0.5, meaning a reduction of 20% and 50% regarding the true value, respectively.
The tool was capable of measuring a reduction of the DF accuracy to 0.81 and 0.51, corresponding to the induced changes. Similarly,
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the NOVA variable measurements were multiplied by 1.2 and 1.5, meaning an increment of 20% and 50% regarding the true value,
respectively. The tool was capable of measuring a reduction of the NOVA accuracy to 0.77 and 0.48, corresponding to the induced
changes.

Next, both DF and NOVA variables were multiplied by 0.8 and 1.2, i.e. a change of 20% in both of them, for which the tool
measured a reduction on the accuracy DF variable to 0.81 and NOVA variable to 0.77. The results did not perfectly matched the
change, but again it needs to be mentioned that the comparison of the one-hour reference data to the n averaged samples in the
one-hour interval will result in this kind of differences. As expected, the concordance did not change since the measurements keep
the same trend, however, the uncertainty decreased because the difference between DF and NOVA measurements increased. There
was no impact on other dimensions. The overall DQ index reached a minimum of 0.88 when the accuracy of either of the variables
decreased to the half.

PREC 1-5: On these rows we present the experiments for the precision dimension. When the standard deviation of the random
error was set to 0.2 and 0.5 times the mean of the DF measurements, the tool could assess a reduction in the precision to 0.79
and 0.55, respectively, going in line with the introduced changes. When the random error added to the NOVA measurements was
set to zero mean and the standard deviation to 0.3 and 0.4 times the mean, the tool could measure a reduction of the precision to
0.70 and 0.61, respectively, corresponding to the induced changes. One last test consisted of adding a random error with standard
deviation equivalent to 0.2 and 0.3 times the mean, to the DF and NOVA measurements, respectively. In both cases, the tool detected
a reduction of the precision to 0.79 and 0.70, both in line with the induced changes. As evidenced in the results, the changes in the
precision are very close to the induced modifications, any differences can be explained by the randomness of the added variations.

As expected, the induced dispersion also impacted on dimensions like the confidence, the concordance and the uncertainty
indicator. The accuracy was barely affected since the mean of the error was set to 0, similarly to the concordance between the DF
and the SIATA robust station PM2.5 measurements, or the NOVA and the SIATA PM2.5 measurements. The completeness also was
impacted because of the data cleaning process prior to the processing.

The overall DQ index was highly impacted by changes in the dispersion of the measurements, which is explained by the effect
that such dispersion has on most of the dimensions. The overall DQ reached a minimum of 0.86 when the standard deviation of the
induced random error was to 0.5 times the value of the DF mean, or to 0.2 times the DF mean and 0.3 times the NOVA mean.

COMP 1-5: The following experiment are intended to affect the completeness of the synthetic dataset. The completeness of the
dataset was modified by removing the desired proportion of rows from the dataset, the removal was uniformly distributed over the
whole dataset. The induced change was varied from 0.1 to 0.5 times the length of the dataset and the tool detected this change
each time. As expected, changes in the completeness also impacted on the confidence. These changes barely impacted on other
dimensions because of the 1-h averages, or because the missing values were full rows (all the variables of a row) instead of single
variables. The overall DQ index reached a minimum of 0.88 when half of the records were removed from the dataset.

Data Duplicates Tests 1-5: We also experiment by adding duplicated data to the dataset. The creation of repeated data was
done uniformly over the whole dataset by duplicating the desired amount of rows proportionally to the length of the dataset. The
proportion was varied from 0.1 to 0.5 and the results were in line with these changes. The tool measured that the data duplicates
dimension index reduced to 0.91, 0.83, 0.77, 0.72 and 0.67. In fact, the tool is obtaining consistent data, since the metric for the
data duplicates dimension was defined as 1 — (repeatedvalues)/(collectedvalues), meaning that an introducing 0.5 of repeated data
will lead to 1 —(0.5)/(1.5) = 0.67 reduction of data duplicated index. The repeated data barely impacted on other dimensions. Some
changes can be spotted in the confidence results, but they are very small. The overall DQ index did not significantly change since
the weight for the data duplicates dimension is only 0.04, the smallest one.

CONF 1-5: Next rows present the result when we change the confidence level of the analysis. During the precision and
completeness tests, it was possible to detect their impact on the confidence dimension. For those tests, a confidence level p = 99
was used. For the confidence tests, it will be shown how the selection of the confidence level as 90%, 95%, 97%, 99% or 99.9%
changes the confidence measure when the completeness and the precision are not modified. A lower confidence level means a
smaller confidence interval where the true value is in, and a higher value in confidence dimension metric. If the user wants a higher
confidence level, the interval will be larger and the confidence dimension index will decrease. These results are not necessarily good
or bad, they just reflect the user’s choice of the confidence level. Contrary to changes in precision and completeness that contribute
to a real reduction of the confidence. Even with a confidence weight of 0.19 (the second highest), the overall DQ index is not
impacted by changes in the confidence level, since the confidence variation was too small.

CONC and UNCER: No particular tests were done with the concordance dimension. As stated earlier, concordance is affected
by changes in the variables trends or behavior, as was shown with precision tests. It is worth mentioning that a single value for the
concordance was obtained by averaging the concordances of DF-NV, DF-ST and NV-ST. The DF-NV result is highly impacted by the
introduced errors, however, DF-ST and NV-ST remain stable, allowing the average to increase. Its impact on the overall DQ index is
high because of the 0.18 weight. Regarding the uncertainty DQ indicator, it does not impact on the overall DQ index because it was
not part of the PCM and we did not assign a weight to it, meaning that it is not part of the weighted average. The tool’s evaluation
of uncertainty responds to the introduced offsets and errors of the accuracy and precision tests, indicating a difference (an error)
between the DF and NOVA PM2.5 measurements.

6. Results on the real dataset

In this section, we present the results for the DQ evaluation in the real dataset, composed by 219 citizen sciences nodes, 20
reference stations, during the month of December, 2019. We evaluate the DQ of this dataset using our tool. The results can be
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Fig. 3. Overall DQ report page. Overall DQ index (top), radar chart results for DF related dimensions (middle left), radar chart results for NOVA related
dimensions (middle right), and all dimensions DQ evolution over time at one-hour intervals (bottom).

further checked in the https://datastudio.google.com/s/srU5L_vq5rE. In the following figures, we show the output of DQ-MAN for
each page in the report, and the interpretation and discussion of the results for each DQ dimension.

Fig. 3 presents the overall DQ evaluation of the whole dataset. The total DQ index is 0.73 and the dimensions that contribute
the most to this drop are the accuracy and the concordance. Remember that the indexes range from 0 to 1, where 0 means a bad
assessment while 1 stands for an excellent assessment. Other dimensions are over 0.8 in both the DF and the NOVA measurements.
The accuracy is 0.56, a low value for a dimension that captures difference between the measured value and the true value. However,
as explained in [11], most of the nodes are within a range of 2 km to the closest SIATA robust station and some of them can be
up to 7 km far. This distance will cause a bias in the comparison, and also for a region with a topography as the Aburra valley,
the measurements can significantly change from one location to another, even more if the height difference between the nodes and
the SIATA stations are not considered. The concordance between DF or NOVA nodes to SIATA stations is 0.5, which is caused by
the same issue related to the distances previously discussed. It can be verified that both node sensors’ measurements are highly
correlated, around 0.7 of concordance between them. The uncertainty of 0.8 can reaffirm this result, indicating that there is a small
error between the measurements. The concordance to variables like the relative humidity and temperature is low, around 0.4%,
showing that apparently there is not a linear dependency between PM2.5 measurements and these variables. Further studies on the
dependency of such variables need to be done but are not part of the scope of this research. For that reason, the overall DQ index
does not take them into consideration.

DQ-MAN tool allows the user to consult detailed information about each data quality dimension. Fig. 4 presents a detailed report
for the accuracy dimension. On the top left, the user can consult individual values of the accuracy dimension for each node and
each sensor (DF and NOVA). On the top-right, the screen presents two maps plotting the position of the nodes using a color gradient
for the accuracy value, one map for each sensor type. On the bottom of the screen the tool presents histogram plots for each sensor
type (left) and a time series plot of the accuracy dimension (right). Note that, for all remaining dimensions DQ-MAN uses the same
format to present the results.

The accuracy for DF variable is in the range [0.04,0.76], while for the NOVA variable it is in the range [0.00,0.75]. Nodes in
green color have a higher accuracy and most of them are in the city, where most of the robust stations are located, thus allowing
a better comparison between the measured and the true value. Also, the histogram shows that for the 37% of the records (i.e., 1-h
time intervals of the whole dataset) were undefined probably because the closest station did not have data during the same period.
10% of the records have an accuracy of 0, which means a large difference between the measurement of the nodes and the SIATA
stations. The histogram also tells that 10.1% and 9.4% of the records have and accuracy of 0.9, which means that apart from the
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Fig. 5. Partial report page for the precision dimension.

undefined data and the zero accuracy, most of the remaining records have a high accuracy. In the time series of the figure, it can
be seen that the mean (over the nodes and for each hour) accuracy is around 0.6 and remains stable. However, by the end of the
month, it seems to degrade.

Fig. 5 shows the bottom of the precision report. The precision ranges from [0.03,0.95] in DF sensors and [0.00,0.98] in NOVA
sensors. The histogram shows that the dispersion of around half of the records (48.9% and 55.1%) is 0.9, standing for a dispersion
less that the 10%, a really good value that tells the PM2.5 concentrations do not vary too much within the one-hour periods. The
time series shows that the average precision is near 0.9, being the NOVA sensor more precise. The precision remains stable during
the entire month, except at the end where it seems to decrease.

The completeness report in Fig. 6 indicates that the completeness is within the range [0.00,0.99]. The histogram shows that the
completeness is greater than or equal to 0.9 for 87% of the DF sensor records and 79% of the NOVA sensor records. In the time
series, apart from the frequent drops (which actually appear during daytime, probably caused by sensor saturation leading to missing
data), the trend remains stable around 0.9. As mentioned in [11], missing values can be caused by the initial cleaning process of
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Fig. 8. Partial report page for the concordance dimension.

data out of range, the fact that sensors rely on the user’s power grid and internet service, both of which are exposed to outage,
sensors out of services, malfunctioning, misuse, lack of maintenance, etc.

Regarding to the data duplicates report, all of the records are 1, meaning that there is no presence of repeated data.

The confidence report is displayed in Fig. 7. It shows that the ranges for DF and NOVA data qualities are [0.03,0.98] and
[0.00,0.99], respectively. According to the histogram, over 91.4% of records have a confidence of 0.9, and the time series depicts a
stable trend of the confidence during the month. The results of the confidence depend on the completeness and precision, both of
which showed good results, and the confidence level that was set to 99%. One could think that, with a 99% confidence, the true
value of PM2.5 measurements of both DF and NOVA sensors is in a range of +0.1 times the mean, however, it is not necessarily
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so because the accuracy results were not as good as the completeness and precision results. For instance, the confidence analysis
should be complemented with the accuracy analysis. Uncertainty and concordance DQ dimensions could also be helpful.

The bottom part of the concordance dimension report is depicted in Fig. 8. It shows that the range of the concordance between
the DF and NOVA measurements is [0.15, 1.00]. The histogram shows that the correlation of the two variables is strong to very strong
(greater than or equal to 0.6) for about 68% of the records. The time series shows the evolution of the correlation of all variables
during the month.

Finally, the uncertainty report is shown in Fig. 9. From this figure, we note that the range of the uncertainty is [0.01,0.94]. In the
histogram, we can see that 76.3% of the records have an uncertainty greater than or equal to 0.8 (i.e. a 20% error between both
measurements) and almost half of the records have an error of 10%. The time series confirms this behavior and also evidences a
stable trend during the month. Nodes with a high uncertainty index have that behavior because there is a difference between the
measurements of the DF and the Nova sensors. Lack of maintenance, loss of calibration and sensor aging can explain this difference.
It needs to be considered that other sources of uncertainty are ignored. This requires further analysis out of the scope of this research.

Having showed and discussed the results of the proposed test, we can conclude that DQ-MAN tool is aware of changes in DQ, and
how each dimension affects the overall DQ assessment based on the defined weights. The weights reflect the user’s DQ priorities,
and correspond to the subjective input for the DQ assessment. Additionally, the web report contains different graphics that allow
the user to see the behavior of DQ in different ways, may them be location-based, distribution-based or time-based views, which
are convenient for the DQ analysis of the system. Finally, the tests and results on the real dataset show the suitability of the tool to
learn about the DQ of the system, and to raise conclusions on possible aspects that can be checked to enhance the DQ. To the best
of our knowledge, a tool as complete as ours does not exists, and we have shown how this kind of tools can be very useful in the
given context.

7. Conclusions

Among the different data quality fields like definitions, analysis of problems and endangering factors, measurement of data
quality, and design of data quality enhancing tools &techniques, a gap related to the data quality assessment was identified. The
reviewed articles did not study the data quality on a multidimensional basis or just focused on a few of them. In many cases, the
DQ metrics or evaluation techniques were not clear, and the data quality dimensions’ names changed from study to study. We did
not identify the inclusion of subjective DQ preferences, in spite of they are naturally present in the data quality definition. Finally,
it was found that an open challenge was the use, and advantages of using, a single DQ index to evaluate the DQ of an IoT system.

In this research, we studied the data quality term and its usage in Internet-of-Things-based systems, which lead to the
identification and definition of IoT data quality dimensions and their metrics, i.e. it is the way how data quality is approached,
not only in the context of IoT but also in IT systems, in databases, and in specific applications like air quality monitoring. We
identified, defined and provided with metrics, a total of 15 dimensions in the context of IoT. After narrowing the study to an air
quality monitoring system, a set of 11 indicators were also identified, ratifying the concept that each application has its own DQ
attributes of interest. In this way, a mapping between IoT and air quality monitoring DQ attributes was proposed, and based on
it, the metrics for the air quality application were defined. When analyzing the application, the amount of DQ dimensions was
narrowed as well, because in air quality monitoring there is no concern about dimensions like the utility of data, its accessibility,
interpretability, artificiality, accessibility, trust and access security. Hence, we focused the study on 6 dimensions, namely accuracy,
precision, confidence, concordance, completeness and duplicate, and the uncertainty indicator. Other dimensions, such as timeliness
and data volume, were not considered because the characteristics of the application and the dataset did not allow or required it.

After being clear about the application and the dimension set, we proposed to use the Pairwise Comparison Matrix technique
for obtaining the user’s preferences about DQ dimensions. These preferences reflect the subjective part of the DQ analysis proposed
in this research, and gather what are the most important attributes of the DQ product for that user. As expected, we found that the
accuracy dimension received the highest weight, while the data redundancy received the lowest one in most of the cases, indicating
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that the surveyed users had preferences for data reflecting the true value, while the presence of repeated information is not that
important. With the dimensions and their weights, a model was proposed and used in a tool coded in Python.

We proposed a Python tool that implements the DQ evaluation model. The tool uses multiprocessing to leverage the analysis of
large datasets, it was shown how the processing time was reduced more than 3 times when using the 6 available cores of the machine.
In addition, we tested our implementation over a controlled synthetic dataset, which allowed to compare a clean scenario with all
DQ indexes at excellent levels (near 1) against customized scenarios to evidence the induced changes separately by dimension. The
results showed that the tool was capable of accurately identifying the changes in DQ, per dimension as well as their impact on the
overall DQ index, whose sensibility obeyed to the assigned weights.

Our tool allows the user to publish the summarized results in a web report, by using APIs from the tool to Google Sheets and to
Google Data Studio. This report is interactive and allows to apply filters to identify the DQ per node and their DQ evolution over
time. Based on this information, the user can be informed about the DQ status of the application, can analyze it by single attributes,
and can use it to make decisions or not based on the DQ levels. In the same way, our tool could feed applications with this data to
automate the process of decision making.

For example, the accuracy in the Citizen Science application was assessed as 0.56, a low value indicating that decisions should
not be made based on this information, however, it must be understood that there is a reason for that value, and it is because of
the distance between the station with “true value” and the node with the measured value. To better assess the accuracy, the true
value should be estimated first at the node’s location. Other dimensions like the concordance, or even the uncertainty indicator, can
complement the information based on which a decision will be made. They can be used to check whether there is or there is no
correlation to other variables, and to estimate an error between the measurements of the same variable by two co-located sensors
(expecting that two sensors will not be wrong at the same time).

As discussed earlier, DQ-MAN is novel based on a DQ model, that allows the selection and visualization of DQ metrics, thus
becoming a useful tool in the decision-making process. This is a work in progress, and hence we visualize future improvements on
the tool, as follows:

The tool was designed for the specific application of air quality monitoring. A future version should be more general.
Currently the selection of the DQ dimensions and metrics is based on a literature review. A future development can have a
set of criteria, such that the user is able to select his own metrics.

We currently use the Pearson’s coefficient to compute concordance, but in a future development we can include the
ranked-based Spearman’s correlation coefficient for a more general case.

Our tool is limited to performing an analysis on a predetermined time interval. However, a future version of the tool can
include continuous monitoring of the data quality, as developed by Qualle [35].

Even though our approach takes into account the subjective preferences of a user by giving more or less importance to DQ
dimensions, there is another approach or complementary work not covered in this research related to the definition of DQ as
“fitness for use” or “conformance to requirement” [12,14,36]. Our tool complies with measuring DQ, but does not compare it
to thresholds provided by the user to say it is good data or bad data, and whether it can be used to make informed decisions.
A future work would need to develop a strategy to identify those thresholds, and complement the indicators with a categorical
flag.
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