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ABSTRACT

This study presents the development of a new H@ulation methodology. The proposed method is basethe sequential
coupling of CFD analysis prior to autoignition,lfsved by multi-zone chemical kinetics analysishadf tombustion process during
the closed valve period. The methodology is divioied three steps: 1) a 1-zone chemical kinetic eh¢@hemkin Pro) is used to
determine either the intake conditions at IVC thiace a desired ignition timing or the ignition ting corresponding with given IVC
conditions, 2) the ignition timing and IVC conditi® are used as input parameters in a CFD modedr{Ftu3) to calculate the charge
temperature profile and mass distribution prioatdoignition, and 3) the temperature profile andsndistribution are fed into a
multi-zone chemical kinetic model (Chemkin Proj&iermine the main combustion characteristics.

Different numbers of zones have been tested imthléi-zone step to determine the effectivenes$efgeneral methodology. 40
zones are needed to achieve acceptable thermi#fictitaon resolution to accurately predict pealaheelease rates, peak pressures
rise rates and ringing intensity. However, a sifigdi 12-zone reduced model is developed and valititd study combustion
variables. Simulation results for the main comharstiariables and emissions are compared with exgertal results from a multi-
cylinder HCCI engine fueled with biogas (60% £H40% CQ), and operating at different intake conditionsnm@arisons between
the proposed numerical methodology and experimeesaits show good agreement for power output (oredsas IMEE), indicated
efficiency, burn duration, peak pressure, individireging intensity, and HC and N@missions. CO emissions are very sensitive to
the input parameters of the 12-zone reduced métbetever, when the peak temperature after ignitionooindary layer zones is
properly handled; CO emissions are reasonablypvetlicted. According to the results, the methodplcan successfully predict
combustion parameters and emissions for HCCI esdgimerhich the fuel and air are well mixed priofigaition. Compared with
previous sequential methodologies, the method m@gpdere allows for reduced number of zones, mmaferm temperature profiles
prior to ignition, more accurate estimation of migsted in each zone, reduced computing time ame mccurate predictions of
peak heat release rates, peak pressure riseaatesnging intensity.

INTRODUCTION

HCCI combustion has been extensively studied tHrougthe past decade as one option to meet thertwand future engine
emissions regulations while simultaneously achigViigh efficiency. HCCI uses lower combustion terapgres causing lower NO
emissions and premixed (or partially premixed) ditate charge causing lower PM emissions. Howeweregases in CO and HC
emissions are typical and must be addressed. Addity, the absence of a direct ignition controkimoel and reduced power output
for HCCI engines are historically considered asdisntages when compared to spark ignited and IDiagees. To solve these
problems, it is necessary to develop modeling tdws allow further understanding of the complermpdmena involved in the
autoignition and combustion processes. This pagseribes a new approach to predict HCCI combustased on a sequential
procedure using CFD and detailed chemical kingiiicailations.

Consensus has been gained from the pioneering sfudgjt and Fosterl] on the necessity of including chemical kineticptedict
the autoignition event in HCCI mode. For a homogeisecharge, it is well accepted that single zondetsocombined with detailed
chemical kinetics are able to predict the ignitioning when pressure, temperature and mixture caitipa are known. These
models assume that the combustion chamber is agbigrgtirred reactor (having no spatial tempetmd composition gradients);
Page 1 of 22



however, this assumption limits the ability for gicting some combustion parameters (heat reledss, ringing intensity, CO and
HC emissions) that are sensitive to spatial gradieRrom previous experimental HCCI studi2zs3 it has been shown that the
ignition event is governed by radicals that apgabenost instantaneously and are spatially distridhutieerefore, combustion develops
in absence of discernible flame propagation. Dutirgcombustion event, turbulence does not playn@ortant effect since the
chemical time is so short. However, turbulencerixdly influences the onset of combustion sing#at/s a role in determining the
thermal stratifications that arise during the coasgion stroke because of heat transfer. Accorditiget accepted theory of chemical
and turbulence time scales, once ignition has eeduhe burning rates are so fast that turbulengsmgirates cannot significantly
affect the chemical reactions and heat releaseepsodn fact, an estimate of time foy@4 decomposition or local CO-to-GO
oxidation under HCCI conditions is on the ordefLlefO microseconds, while the turbulent time scateson the order of 10
milliseconds for the integral length and timesaaiethe order of 1-100 microseconds for the Taylamroascalg4]. Thus, it can be
concluded that combustion in an HCCI engine is goe® by chemical kinetics, but fluid dynamics pheeoa greatly influence
temperature and species distribution prior to auition, and consequently, it has to be taken aswount for accurate estimates of
combustion parameters.

The small influence of turbulence during the contilmmsevent in HCCI engines allows simplificationtbe models for prediction of
ignition and combustion processes. The ideal misdahe in which CFD and chemical kinetics calcolasi are fully integrated in
every cell. However, this scheme is very expensiv@mputing time and usually it is only possiblghasimplified chemical kinetics
mechanisms and coarse grids. Based on the imgertafraccounting for the influence of turbulencemphermal stratifications and
detailed chemical kinetics on combustion develogreyme co-authors of this paper proposed an alieenmethod to the fully
coupled scheme. It was named the Sequential Fl@dheinic Chemical-Kinetic Multi-zone Modé,€g]. In this scheme the
temperature and mass distribution before igniti@neacalculated with a CFD code (KIVA-3V). Then, tferge was divided into a
relatively small number of zones (10) with differéamperature histories and mass fractions, whidepressure and equivalence ratio
was considered the same for all zones. Finalljzesmical kinetics code named HCT (Hydrodynamics,riby and Transport) was
run using the zonal distribution as input paranget€he numerical results were compared againstrempets demonstrating good
predictions of peak pressure, indicated efficietwyn duration, and combustion efficiency. The Hlssions were under-predicted
because of the low number of zones located indxé@aces, and CO emissions were under-predictedusedhe mixing between
zones was neglected during the calculations. Isement studids-9], the sequential multi-zone model was expanded teofes to
improve the predictions of CO and HC emissions aithmodeling the mixing between zones. HC emissiosie generally well
predicted, but the predictions of CO were not digantly improved. In an effort to improve accuratlye mixing between zones was
included in further modeling efforts by introduciadully coupled CFD/multi-zone model in which tteenperature, pressure and
composition is calculated using the CFD code irheazatl, while the chemical kinetics process is ghted only for 40 zond4.Q]. It
was found that the there is a diffusion of fuel &@ from the boundary layer into the hottest zahes affects CO and HC
emissions. Additionally, emission predictions wen@roved with respect to the original sequentialtiraone model. The sequential
multi-zone approach has also been modified andexppd predict combustion variables under more derponditions like these
presented in PCCI engines, in which the charge ogitipn is not uniform before ignition. The resudtsow that the multi-zone
model is able to predict burn duration and pealndgr pressure with good accuracy [11]. Furthermihis sequential approach has
demonstrated accuracy and acceptable computagapahse as compared with direct coupling of CFDdaanical kinetics to
study PCCI combustion [12].

Despite the success of the fully coupled and sd@qle€FD/Multi-zone chemical kinetic model on theadysis of HCCI combustion,
a better understanding of the effect of the nunolb@ones on the charge temperature and mass disbrids necessary. These two
important variables strongly influence ignition pesses and heat release and thus it is importamtterstand the balance between
accuracy versus computing time as the number cdz@nincreased. The aim of this paper is to ptesé2-zone reduced model to

study HCCI combustion allowing accurate predictiohsombustion variables and reduced computing,timased on the Sequential
Fluid-Mechanic Chemical-Kinetic Multi-zone Modelgmosed and improved by some co-authors [5,6]. El6iéhis used in the CFD
calculations and Chemkin Pro is used as the chékiigtics solver.

METHODOLOGY

The numerical approach is a sequential chemicaitiifiluid mechanic-chemical kinetic model to pi@diiCCI combustion variables
during the closed valve period. The model folloluee steps: 1) The 1-zone model of Chemkin Prgeésl tio predict the IVC
conditions that cause a desired ignition timingtherignition timing that results from prescrib&{ conditions, 2) These initial
conditions at IVC and ignition timing are used @guits for Fluent 6.3, which determines the in-aj¢intemperature profiles and
mass distribution prior to autoignition, and 3) Timee dependent temperature and mass distribugjives by Fluent 6.3 are fed into
the multi-zone-model of Chemkin Pro, which predittain combustion variables. Each step of the metlogy is described in detail
in the following sections.
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DETERMINING CONDITIONS AT IVC, CRANK ANGLE AT IGNITION, AND ENERGY
SWITCH CRANK ANGLE

The calculation of combustion variables during ¢lused valve period requires the determinatiorhefdressure, temperature, and
mass stratification at IVC. This is not trivial lzese many variables are involved in the calculatifdiime initial conditions at IVC,
such as heat transfer during induction, mixinghef tharge with trapped exhaust gases, and predsyp@ue to wall friction, among
others. Simulating the intake stroke can give adgagproximation of the initial conditions at IVGoWever, an accurate estimation is
still difficult for all possible engine configuraitis and operating conditions. Since the subjettiisfresearch is modeling the closed
valve period, the simulation of the full cycle wile explored in future research.

The 1-zone model accompanied by detailed chemioatiks has shown to be a reliable method to pteldécigniting time in HCCI
engines because it accurately predicts the temperhistory of the hottest core zone of the chaefere ignition12]. Chemkin
Pro’s 1-zone model determines the ignition timioigdiven IVC conditions or the IVC conditions leagdito desired ignition timing.
This new step has been incorporated before théitnaal sequential CFD/chemical kinetics approaebause of the following
advantages:

» Determination of practical operating limits bef@ED simulations: As noted in previous researcé,igimition timing plays an
important role on the load limits and cyclic vaidats of HCCI engines, with the optimum ignition mkaangle (CA10) interval
approximately located between TDC and 5 CAD aTDé&pé&hding on the fue[ll4,15. Usually if ignition occurs before TDC,
the pressure rise rates are so high that excessgiag intensities are encountered and the engamebe damaged. On the other
hand, if ignition occurs very late, the cyclic \ahbility is increased leading to lower power outpad lower indicated efficiency,
as well as higher CO and HC emissions (and evdptoc@ainplete misfire). The 1-zone model allows fargmetric studies
involving important factors like compression ratibharge composition, initial pressure and tempeeafliherefore, knowing the
ignition timing for a given combination of thesefars is useful to save time in CFD/multi-zone cleabkinetics calculations
for operating conditions that are not practicalft@&Cl operation.

» Energy switch crank angle determination before raglhe simulations: The energy switch crank angfgesents the time when
the temperature profile from the CFD calculatiores @bandoned and the detailed chemical kineticadwpted in the multi-zone
model of Chemkin Pro. If too early a switch anglsélected, the effects of turbulence on thernatiitation (captured in the
CFD analysis) are lost and the heat transfer toviddks is determined less accurately, increasirgedainty of the ignition
timing. On the other hand, when the switch angkxisessively delayed, the early chemical kinegasat captured. This also
causes errors in the ignition timing. In this @sh, it is found that the energy switch crank arggtongly influences ignition
timing; therefore, a good prediction of this paréenés necessary prior to multi-zone calculations.

The 1-zone model simulations include detailed cleahkiinetic calculations. Since the methodologyakdated against experimental
data for methane and carbon dioxide (60%, €40% CQ on a volumetric basis), the GRI-Mech B1®] is used as the gas phase
reaction mechanism. GRI-Mech 3.0 considers 53 speamid 325 reactions and has been optimized tonperature range of 1000-
2500 K, a pressure range of 10 Torr-10 atm, andvatgnce ratios from 0.1 to 5 in premixed systef®.[Since the autoignition
temperature of methane is above 1000 K, the peadbastion temperature is typically lower than 20Q@&Kd the tested equivalence
ratios were between 0.19 and 0.29, GRI-Mech 3ahiappropriate mechanism to use in this study.pBEad in-cylinder pressures are
expected to be higher than the recommended rafigéqit — 10 atm), but a previous research [17]Jadislated the accuracy of GRI-
Mech to predict methane auto-ignition through shtodde experiments at high pressures (40-250 atch)ra@rmediate-to-high
temperatures (1040-1500 K). Furthermore, otherissutve validated a previous version of this meisma (GRI-Mech 2.1) under
Diesel like conditions for direct injection of naéiligas [18,19]. The specified initial pressuré\dl is set such that the predicted peak
pressures matches the peak pressure from the ewpes at motored conditions. Equivalence ratiosateulated using exhaust gas
analysis from experimental data. Wall temperatsigpiecified as a function of equivalence ratio etiog to a published
methodology20].

Heat transfer to the cylinder walls is estimatethwliie Woschni correlatiof21] including recommended modifications for HCCI
combustiorf22, 23. The global heat transfer coefficient is calculaas follows:

hyooa = Co 3288 p* T " n (1)

g

C,= 065

Page 3 of 22



Wherehyqa is the heat transfer coefficient of the gas boumntieyer (W/ntK), Cy is a factor used to match the peak of the
experimental heat transfa,is the bore (m)p is the instantaneous in-cylinder pressure (kIP&,the instantaneous in-cylinder
temperature (K), and,. is the instantaneous characteristic velocity (nvg)q was calculated as follows:

Co Vi (- @)
6 pV (p pmotored)

Viwned = Clsp +

Where G and G are constants depending of the engine t§pes mean piston speed (m/8),is the swept volume T, pi, andV,
are the initial temperature, pressure and volumg@t(1-zone simulations) and -50 CAD aTDC (multire simulations), anghyored
is the calculated instantaneous motored presst@) (Khe following values were used for the coristanEq. (2):

C, = 228+C, '%M'” ; C,=2324*10°% C,= 0308
p
v

iNirl :2

Sp
The experiments were conducted in the Combusticalysis Laboratory, at the University of Californierkeley. A 1.9L
Volkswagen TDI Diesel engine adapted for HCCI opierawas run with biogas. Details about the experital methodology can be

found in recent publicatiorj24, 2. Table 1 shows the engine specifications.

Table 1 — Technical engine specifications.

VW TDI, four stroke, four

Designation cylinders, water cooled,
diesel engine

Firing order 1-3-4-2

Original charge aspiration Turbocharged

Modified charge aspiration Supercharged and heated

Displacement 1890c

Original Compression ratio 195:1

Modified compression ratio 16.86

Bore x stroke 79.5 x95.5 mm

Connecting rod length 144.0 mm

Valves (intake, exhaust) 1,1

Intake valve open (IVO) 16 CAD aTDC

Intake valve close (IVC) 25 CAD aBDC

Exhaust valve open (EVO) 28 CAD bBDC
Exhaust valve close (EVC) 19 CAD aTDC
Original rated power 60 kW at 3300 rpm
Original maximum torque 210 Nm at 1800 rpm
Engln_e speed during the1800 rpm
experiments
Original combustion chambef  Bowl

Modified combustion| Hemispherical/shallow
chamber bowl
Fuel composition, volumetri

F 600 0
basis 60% CH, + 40% CQ

The crank angle of ignition is defined as the crangle for the peak molar fraction of®}, which usually coincides with the crank
angle of 10% of cumulative heat release (CA1Ohdimulations. For fuels with low temperaturethrelease, i.e. Diesel fuels, the
CAL10 point tends to be earlier than thedsipeak. Therefore, these fuels require a modifidohidien of ignition timing to reduce the
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uncertainty in temperature at IVC and energy switgnk angle. Figure 1 shows the 1-zone modeltsefar the normalized 0,
molar fraction and the normalized cumulative hedgase using two equivalence ratios, intake pressi2.2 bar, and intake
temperature of 483 K. The calculated results captue trends observed during the experiments ictwthie ignition timing was
advanced when the equivalence ratio was increasedg=0.19 to@=0.29. The temperature at IVC fgr0.19 is expected to be lower
(463 K) than forg=0.29 (478 K) because of the increased heat tradsfing the induction stroke for leaner charges fixed intake
temperature. Other factors affecting the tempeeaditit VC like heating by the residual gases areomecause neither internal nor
external EGR was used during the experiments,xhaust backpressure was reduced because the targechvas removed, and the
valve overlap period is very short (3 CAD). Thehlegtemperature at IVC leads to higher temperattifieDC and early population of
H,0O, radicals before TDC which cause fuel autoignition.

As mentioned before, the 1-zone model is also tsedtimate energy switch crank angles as inputsifdti-zone calculations.
Previous studies using the sequential CFD/Cherkinatics approach have shown that the ignitionryis properly predicted
during multi-zone simulations without taking intecaunt the intermediates/radicals formed duringm@ssion stroke prior the
switch crank angle if no significant heat releades place and the temperature at IVC is propellyséed [5,6]. In the methodology
proposed here, the temperature at IVC allowingezifip crank angle at ignition is calculated bef@€D and multi-zone calculations
as well as the switch crank angle allowing for igmiicant heat release prior the beginning of iirpdtne chemical kinetics
calculations. Therefore, the effect of intermediatgicals formed during compression stroke (previtauthe switch crank angle) on
ignition timing is expected to be negligible. Prded that rapid D, breakdown triggers ignition in HCCI engines, thitial energy
switch crank angle was estimated at 1 CAD befoeectnk angle for the peak molar concentration g&,HParametric studies on the
effects of the switch angle over the predictedtignitiming were performed with multi-zone simutats for cases shown in Fig.1. A
range of 10-0 CAD bTDC was tested for the energycémerank angle, finding that earlier switchingde to advance the onset of
combustion. Since the best matching of the experiai€rank angle at ignition was achieved usingitiiteal criterion, 1 CAD before
H,O, molar peak is used as the recommended energyhseraiok angle for all tested cases.

=
o
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-3-CHR_0.29 PHI
-+-H202_0.19 PHI
-A-CHR_0.19 PHI

Normalized H202 molar fraction,
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Figure 1- Normalized HO, molar fraction, and normalized cumulative heat esise (CHR) forg=0.29 andgr0.21. R,c=2 bar,
T for ¢=0.29 is 478K, T for ¢=0.19 is 463K.

As previously mentioned, Chemkin Pro’s 1-zone matleivs for parametric studies that simplify thegess of estimating the initial
conditions at IVC for HCCI operation. Figure 2 mets the simulated results of crank angle at igmitelated with the temperature at
IVC for three equivalence ratios. The experimeigaition timings (represented with not filled markewere estimated by averaging
300 consecutive cycles for five different repliaseach equivalence ratio. The simulations shat fibr a given temperature at IVC,
the ignition timing is advanced for lower equivaterratios. This occurs because of the higher chargperatures caused by higher
specific heat ratios with leaner mixtures. In tlkpaximents, the temperature at IVC and wall tempiees tend to increase with
equivalence ratio; thus, ignition timing advancedte equivalence ratio increases (Fig. 2). Ivident that without the help of the
experimental results it is difficult to estimatettemperatures at IVC. This limitation will be adsised in future research by modeling
the full cycle (including gas exchange processes).
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Figure 2 — Simulated and experimental ignition timg vs. temperature at IVC. i=2bar, T\r=483K.

TEMPERATURE AND MASS DISTRIBUTION CALCULATION PRIORO
AUTOIGNITION

Fluent 6.3 is used as the CFD code in the follovatagje of the calculation methodology. Given thatpiston’s head used during the
experiments is fully symmetrical, a 2D axisymmetionfiguration was chosen to predict the flow pateFluent simulations use the
pressure-based segregated implicit solver withPtisO (Pressure-Implicit with Splitting of Operatpatgorithm for the pressure—
velocity coupling, the PRESTO (Pressure Staggddiption) scheme for pressure, and the second op¥eind discretization for
density, momentum, swirl velocity, turbulent kireetinergy, turbulent dissipation rate, and spe@iPsaxisymmetric simulations are
run from IVC until 10 CAD aTDC assuming a motorsgale. The pressure and temperature at IVC fromlthene model are used at
the beginning of the CFD model assuming homogentouperature and charge composition at IVC. Thé teaiperatures are
calculated using a methodolof0] which correlates the surface temperatures witlivatgnce ratio. Typical values of 453K, 413K,
and 385K are used for the piston surface, cylitded, and cylinder wall respectively. Turbulencenaeled with the standarde
model using standard wall functions and defaulutegiven by the code. The flow pattern is inidati at IVC assuming the
turbulence intensity (10%) and the swirl ratio @) all simulations.

The base grid for this study has been built in Gag8 and includes 3,672 cells at TDC (Figure %) 45,422 at IVC. The grid has
been refined near the walls in the axial and radiigction for better prediction of mass and terap@e in the boundary layer and
crevice regions. The radial cell length in the ares is 50 um, allowing 5 cells in the ring creviadile the radial cell length in the
core of the combustion chamber is between 0.2%ahdhm approximately.
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Figure 3 — Full view of the base grid at TDC andaoed view of wall boundary layer and ring crevice.
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Two additional grids have been built to performeasstivity study on the effects of mesh resolutbmer the predicted in-cylinder
average temperature at motored conditions fromt&/EVO. The cell length and height were kept arob@dum near the walls. The

details for each mesh resolution are given in Ta@ble

Table 2 - Different grid schemes tested for sensiyi.

. I Total cells | Total cells | Time step
Grid identification at TDC at IVC (CAD)
Grid #1 (base) 3,672 15,422 0.25
Grid #2 6,018 32,418 0.25
Grid #3 32,600 107,330 0.25

Figure 4 shows the simulated average temperatacegrachieved for the different grid schemes dessdiin Table 2 without
volumetric reactions. The initial pressure at I\8&orrected to match the experimental peak presgur®tored conditions. From

Fig. 4 it can be observed that the predicted aetagperature traces are weakly affected by tltesgtieme; therefore, the base grid
was selected because it produces accurate resdltsaa the lowest computing time.
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Figure 4 — Simulated average in-cylinder temperagutraces at motored conditions for three differegrid schemes. Rc=2bar,
T|VC:478K, ¢:029

Once the CFD simulations were finished, the nesgp & the calculation of the temperature and massién profile for a range of -50
CAD aTDC to 10 CAD aTDC. This stage comprises ttmaestages: 1) Definition of number of zones adicgy to charge
temperature distribution, 2) Calculation of the @d@mperature limits and zone average temperaince3) Calculation of the mass
distribution and zone average mass fraction.

Defining the number of zones and zone average ternpes

Using a large number of zones allows accurate tesatlthe expense of long computing time. Therdezimulation takes 1-5
minutes, the CFD simulations takes about 1 hows€lmgid and 0.25 CAD time step), and the multi-zeineulations take about 30
minutes (40 zones and 0.25 CAD time step). All catapions are run on a 2.7 GHz single processor station.

Grouping a specific number of cells to form a zogresented by an averaged cell temperature depentie lower and upper
temperature limits of the grouped cells. In a simiay, these limits are affected by the overaligerature distribution of the charge
at a specific time. Previous research [5,6] hasvshtbiat when KIVA-3V is used as the CFD code, 18emogive enough resolution to
accurately predict main combustion variables (IM&EP, combustion efficiency, and indicated effiaigh However, 40 zones are
necessary for acceptable prediction of HC emisgi6i®§, and 40 zones accompanied with simulatiombding between zones are
needed for reasonably predicting CO emissions [0 effect of the number of zones on the predictibpeak pressure rise rates
and ringing intensity has not been studied in tiaétahe HCCI literature, and this topic is disced$elow in the section on multi-
zone chemical kinetics.
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This paper shows a parametric study of the effettenumber of zones on the temperature distdbutThe number of zones is
defined using the post-processor tool of Fluent @t8ch also provides the temperature limits fazheaone. Figure 5 shows the
temperature contour for 10 zones at -3 CAD aTDChHamperature interval in the color map identiiespecific zone. Zones 1-4
are in the main crevice, zones 5-7 are part irbthendary layer and part in the crevices, zonetBasoundary layer, zone 9 is in the
boundary layer and in the core, and zone 10 ikércore of the combustion chamber. As noted ircther map the difference
between the lower and upper temperature limiteémh zone is around 65 K, which is large considettie strong dependence of
chemical kinetics on charge temperature. A nomesgtative average temperature caused by anitisnffnumber of zones leads
to erroneous predictions of the average heat reledss in the hottest zones. The method will ymeelict reactivity of hotter parts of
the zone and overpredict reactivity of colder parteerefore, a larger number of zones is needeldtier prediction of pressure rise
rates.

7 782 848 914 980 1045 1111 1177

519 5885 651 71
B2 345 67 8 90

Temperature (K)

Figure 5 — Temperature distribution for 10 zones-& CAD aTDC. R,=2bar, Tyc=478K, ¢=0.29.

Two additional multi-zone simulations, with 20 a#@l zones, were tested to study the effect of résolon the average zone
temperature. As expected from the uniform tempeeadistribution shown in Fig. 5, when the numberafies is increased the
difference between the average zone temperaturesngecutive zones is uniformly reduced. For aiipemmber of zones, the
difference between the lower and upper temperdituies is almost constant throughout the charge=itn 6, these trends are shown
for the 10 hottest zones related with the numbeoogs at -3 CAD aTDC. According to the informatfesented in Fig. 6, 40 zones
allow a good resolution with the difference betwegarage zone temperature in neighboring zoneg lzeound 16 K. In this case,
the average zone temperature is within +8K of tla&imum and minimum temperature within each zoneil&r results were
achieved for the entire crank angle interval betw&® CAD aTDC to 10 CAD aTDC.

4A-40 zones_avg
1400 | 3710 Zonce avg - 190
X - -Delta T_10 zones _
© 1200 - -m-Delta T_20 zones 170 3
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N 200 S E-8—-8—§—8 8 g & 30
0 AATATRTAhkokAA g
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10 hottest zone number

Figure 6 — Average zone temperature and Delta zteraperature (Tmax-Tmin) at -3 CAD aTDC for the 1@ttest zones of three
different numbers of zones. z=2bar, Tyc=478K, ¢=0.29.
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Calculating the mass fraction distribution as ecfiom of the number of zones

The mass fraction for each zone represents thédnasf the charge with temperatures between thetand upper zone temperature
limits. The mass for each cell is calculated ak¥al

Myt =Virear * Boar * 271 )

Wheremy (kg) is the mass of each c&llg .1 (M?) is the cell volume using a reference depth afdian, angOk (kg/n?) is the cell
density. Once the mass is calculated for all ctils,zone mass fraction is determined by addingrtass of cells within the zone
temperature interval and dividing the result bytital mass of the charge. Figure 7 shows the mtass fraction related with the
average zone temperature for the 10 hottest zan8sGAD aTDC and for different total numbers ofizs. The mass fraction in the
core is strongly affected by the number of zonesenthe mass fraction in the crevices is insensitivthe numbers of zones. When
the charge is divided in 10 zones the mass fra@tiohe hottest zone is close to 80%; therefompat all the fuel is expected to be
ignited at same time and burned at the same rategdilne main heat release event.
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Figure 7 — Average zone temperature and zone maastion at -3 CAD aTDC for the 10 hottest zonestbfee different numbers
of zones. Rc=2bar, TIVC=478K,¢=0.29.

Defining the time-dependent temperature and mas$idn profiles

Once the average temperature and mass fractiaibdigtn are defined for each crank angle, the m@jure and mass fraction
profiles are built between -50 CAD aTDC and 1 CA&ddre the ignition timing previously defined by theone model. Figure 8 (a)
shows a temperature profile for a 10 zone moded. difference between the average zone temperdturesnsecutive zones is
almost constant through the charge at a specé#ickcangle. This trend makes the profile highly anii. The temperature range
covered by the coldest zones (1-5) is similar eotdmperature range covered by the hottest zorE@)(6hese trends suggest that
the temperature distribution is not dependent emtlss distribution provided that practically b# tharge is located in the hottest
zones, but the thermal distribution is uniform tigh the charge. In Fig. 8(b) the average zone teatyres for zones 1-9 are
presented as a function of the average temperisaane 10. As shown in the figure, the averagepemature history for different
zones can be modeled from the average temperasiogyhin the hottest zone by using a linear regjoes Similar results were
achieved for 20 and 40 zones. This theoreticalaption can make it easier to determine the theatmatification using the
temperature history calculated from the 1-zone rhfmtehe hottest zone in the charge.

The temperature profiles (Figure 8b) differ frorogk achieved with KIVA-3V for 10 zones (Figure 88) 6, in which zones 1-5
covers a higher range of temperature than zonds 6é three hottest zones are almost isothermdliree gap between the average
zone temperature for consecutive zones consideiatigases for the coldest zones (Figure 8c). TH#frences become smaller
when the number of zones is increased; howevere shifferences remain and these can be importamqtréatictions of most sensitive
variables or when combined with high levels of $ggin-homogeneities as in PCCI engines. Since rfetgrs can affect the charge
temperature distribution, a direct comparison betwieoth CFD codes is not possible at this pointilltbe addressed in future
research.
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Figure 8 — (a) Average zone temperature profile 10 zones distribution. (b) Average zone tempearain zones 1-9 related with
the average zone temperature in zone 1Q¢P2bar, Tyc=478K, ¢=0.29. (c) Average zone temperature profile for@Zone
distribution calculated with KIVA-3V, adapted frorfb].

The zone mass fraction presents slight differemgtstime for zones located in the boundary lay® arevices (not shown), these
differences are higher for zones located in the obthe charge, but tend to be minimized whemtimaber of zones is increased.
Since the amount of mass in the hottest zonestaffiee heat release rates, the mass fractiontdititn close to the crank angle at
ignition is used instead of time average massitrast

MULTI-ZONE CHEMICAL KINETICS AND REDUCTION OF THE NUMBER OF ZONES

The final step of the numerical methodology is iimgnChemkin Pro’s multi-zone model using the terapgne and mass profiles
found in the previous stage. During the compresstooke, the temperature profiles are followed withaccounting for chemical
kinetics in the calculation. The chemical kinetidoulations are activated at the energy switchlceargle, which represents the time
when heat release becomes important. The modeihasstihat zones are perfectly stirred reactors diffarent temperature and mass
fractions, but with the same equivalence ratio predsure. Mechanical work between zones is théjrioteraction; mixing,

diffusion, and heat transfer between zones areentsgl. During combustion, wall heat transfer isdalted using the Woschni
correlation as mentioned for the 1-zone model aat toss from each zone is estimated by settirgranpeter named External Heat
Transfer Area Fraction (EHTAF). The initial pressis slightly adjusted to match the experimentakpure trace at 50 CAD bTDC.

The effect of the number of zones is first studkidure 9(a) shows the in-cylinder pressure tracesFig. 9(b) shows the apparent
gross heat release rate (GHRR) for the differentlrer of zones compared with experimental tracesingnatg=0.29. The heat
release and pressure rise rates are over preditied 10 and 20 zones are used because a largeriratthe fuel (78% for 10 zones
and 56% for 20 zones) is suddenly burned oncegttian event begins. A 40-zone model captureghbamal charge stratification
with enough resolution to improve the predictiofithe heat release rates and consequently theypeesse rates, which are
necessary to determine the ringing intensity agt load limits. Consequently, the temperature fgsfand mass fraction distribution
provided by the 40-zone model is used in the falhgustep of the methodology.
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Figure 9 — (a) Simulated and experimental pressuraces. (b) Simulated and experimental apparent ggdeat release rates.
P|VC:2bar, T|VC:478K, ¢5029

Reducing the number of zones

According to the results in Fig. 9(a) - (b), theeeage zone temperatures estimated using 10 anon23 tend to be non-
representative of the charge in each zone. Thigl@mois easily solved by increasing the numberooies to 40. However, this
increases the computational time. The 40-zone maltiel's good resolution in the hottest zones towate the main heat release and
in the coldest zones for a better estimation ofdfi@issions. Provided that the coldest zones doeaaat through the combustion
process, the number of zones can be reduced bpigpthe non-reacted zones into a single zone withfiecting the main heat
release event. The location of the non-reactedszngetermined by running simulations assuminglatic conditions during the
multi-zone chemical kinetic simulation step at kiighest intake temperature. For a 40 zone distabuinly the mass located in the
11 hottest zones is burned during combustion assho Fig. 10. Zones 1-27 are not shown becausedbecolder than zone 28.
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Figure 10 — Temperature history for zones 28-40aaliabatic conditions. Rc=2bar, Tyc=478K, ¢=0.29.

According to Fig. 10, zone 29 represents the spitieshold of the charge located mainly in thevimes which is the main source of
HC emissions. It is expected that zones 1-29 withain unburned when heat loss is accounted féreirhergy balance; thus, these
zones are grouped into a single zone, reducing@mone model to a 12- zone model. The new modslgoves the resolution of the
temperature and mass distribution in the hottesegpand significantly reduces the time to run iraghe simulations (by around
50%). It must be noted that the number of zongbefeduced model can change with multiple factéiar the fuel and test
conditions in this research, 11 zones are finatlyaded to the core of the combustion chamber amthdlundary layer. Zone 12 is the
hottest and follows the temperature profile andsriessction calculated for zone 40, zone 11 folldkestemperature profile and mass
fraction calculated for zone 39, and so on untilez@ which follows the temperature profile and nfeastion estimated for zone 30.
Zone 1 is the coldest and follows the temperatuoélp calculated for zone 29 (to preserve theetghce between zone average
temperatures), and the cumulative mass fractiom frones 1-29 in the 40 zone distribution. Table@as the mass fraction within
the zones.

Table 3 — Mass fraction distribution for the 12-raded zones model

Zone Mass

number| fraction (%)
12 33.6
11 21.4
10 14.1
9 8.5
8 5.6
7 3.2
6 2.5
5 1.7
4 1.2
3 0.7
2 0.9
1 6.6

METHODOLOGY VALIDATION

The simulation methodology has been validated agaxperimental results from the VW TDI engine ([ab). Six different
experimental cases have been selected. CasesdeBesghanges in power output (varying equivalaati®) at constant intake
pressure and temperature, and cases 4-6 capturgeshiia combustion phasing (varying intake tempeetat constant equivalence
ratio and intake pressure. Table 4 shows the exgaittial results for the six selected cases. Theremprts have been described in
previous publicationg24, 25], and reported values represent 300 cydesaes. Ringing intensity is calculated using tle¢hrod
developed by EnfR6].
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Table 4 — Average experimental results over 300eydor biogas as fuel (60% CH- 40%CQ in a volumetric basis).

Variable/Casg C1 Cc2 C3 C4 Ch Cbh
Equivalence ratioq) | 0.19 | 0.21| 0.29] 0.33] 0.38 0.33
YInlet temperature (K} 483 483 483 460 453 448
Inlet pressure (bar abg) 2.2 2.2 2|2 2[2 2.2 2.2

IMEP, (bar)| 3.8 4.8 7.1 7.5 8.7 8

Normalized standard
deviation of IMER (%) 126 | 5.8 2.1 2.6 2.9 20
Gross Indicated

37 38 42 40 42| 38.9

efficiency (%)

Average ringing )
intensity (Mwinf) | -2 | 32| 219 187 12| 6.3
“Individual ringing
intensity (MW/nf) 49 | 864| 23| 235 16| 53

*Burn duration (CAD)| 15 145 10.5 8.5 11(5 15
“HC emissions (ppm C) 2867 26%8 245 3585 307 5852
CO emissions (ppm) 2848 2564 20018290 | 2130 | 2443
NO, emissions (ppm) 0.56 0.59 13|]3 37 98 48

*Measured at the intake manifold.
2|ndividual ringing intensity is calculated usingempresentative cycle instead of averaging 300 sycle
% Burn duration is calculated as the crank angledince for points given 10% of the apparent peakgjheat release rate.

“Exhaust emissions were measured in the exhausfattani

The experimental pressure traces that are anabzethe average of 10 representative cycles lodateadvindow of +10% of the
average IMERand the highest individual ringing intensity cdétad for 300 cycles. The average experimentalsprestrace from
300 cycles is not used to compare with simulatedsure traces because the peak pressure ris¢eradeés be underpredicted when
cyclic variability is increased. The multi-zone nebdoes not account for cyclic variations. Bothexkmental and calculated traces
have been filtered with a Savitzky-Golay smootHiftgr [27] to allow for more accurate analysis of the pressise rates.

In the multi-zone model of Chemkin Pro the fractajrihe effective surface area for heat transf@mfeach zone to the walls is
assigned by setting the EHTAF. Defining a criteriorassign this parameter to each zone is difficettause the heat transfer between
zones is not included in the model; therefore, rapatric study was performed applying differentthesnsfer schemes in the 12-
zone reduced model. These schemes were: EHT1=aidialBHT 2= three hottest zones adiabatic, EHT3foum EHTAF in all

zones (8.33%), EHT4= EHTAF proportional to the mfaastion in all zones. Table 5 shows the EHTAFdach zone in the
parametric study. The sum of the EHTAFs is equdld0%, except for the adiabatic case.

Table 5 — External Heat Transfer Area Fraction withh the 12-reduced zones model followed in the paedrit study for heat
transfer schemes

External Heat Transfer Area Fraction (%
as function of the Heat transfer scheme
Zone| EHT1| EHT2| EHT3 EHT4
12 0 33.6
11 0 21.4
10 0 14.1
9 30 8.5
8 20 5.6
7 0 6.5 8.3 3.2
6 45 2.5
5 3 1.7
4 1.5 1.2
3 0.75 0.7
2 0.25 0.9
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[ 1 | | 335 ] | 6.6 ]

It is important to note that the EHTAF approachydnfluences the results starting from the enesgiych crank angle. Prior to this
time, heat transfer is calculated in more detaihim CFD step and captured in the temperaturelesofihich are used as inputs to the
multi-zone model. Case 3 (in Table 4) has beercsmldo illustrate the effects of the heat transtdreme on the calculated pressure
development because its cycle-to-cycle variatiadhéslowest. Figure 11(a) shows experimental amdisited pressure traces for
Case 3 and the tested heat transfer schemes antilfty shows the ratio of calculated to experirabrgsults for combustion
variables using different heat transfer schemes.adreement in the peak pressure when compariregimgntal and numerical
pressure traces (with heat transfer enabled) sedim 95% and the shape before the peak pressalmast identical. The differences
between the calculated pressure traces in whichtfzgesfer has been considered are not signifithatgfore the calculated IMEP
and the indicated efficiency are not highly affeichy the heat transfer scheme in these casespas sh Fig. 11(b). The best
pressure trace prediction is achieved for adialzaticbustion; however, the IMEBNd the indicated efficiencies are over-predicted
for Case 3 (Fig. 11(b)). Similar trends were obsdrfor the rest of cases. For Case 3, the besalbegreement between calculated
and experimental results was observed when the tiottest zones (10-12) were considered adialdatid@?) and the EHTAF was
considered as proportional to the mass fractioegmein the other zones (1-9, Fig. 11b). Similantis were observed for the rest of
cases. In subsequent analysis, the simulated sagédtthe EHT2 scheme.
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Figure 11 — (a) Comparison between the simulate@gsure traces using different heat transfer schentiesl T1-EHT4) and the
experimental pressure trace for Case 3 (C3). (bn8iated-over-experimental results ratio for CaseiSing different heat transfer
schemes (EHT1-EHT4). Experimental results are exttad from Table 3. Calculated HC and CO emissioms bbcated at EVO.

Cases 1-3 are representative of the varying loaditons for the tested fuel: Case 1 representsvddad case (IMEf= 3.8 bar)

with high cyclic variability (normalized standaré\dation of IMER = 12.6%), Case 3 represents a high load case ((MEPL bar)
and highest average ringing intensity (21.9 M\/rRigure 12 shows a comparison between simulaiddeaperimental pressure
traces. The 12-zone model allows good predictiothefrate of pressure rise when higher equivaleaties are used, and the
agreement with experimental peak pressures ism&hi98%. The differences between the traces fee@amay be caused by slight
errors in experimental equivalence ratio, and diffies in controlling the intake temperature angsgure for multi-cylinder

operation.
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Figure 12 — Comparison between simulated and experntal pressure traces for Cases 1-3.

The standard heat release calculation methoddKihg into account heat transfer to the walls, eygslied to the experimental and
simulated pressure traces in order to determinarepp GHRR. Figure 13 compares the simulated gpdrenental results of the
apparent GHRR for Cases 1-3. In general, the pé#RRSand the shape of the traces are well predfoteall cases. This result is
expected because of the minor role of turbulencenairing between zones during the main heat releaset in HCCI engines,
particularly when combustion phasing is close taCTBimilar results have been observed in previeasarch using 40 zones and
KIVA-3V as the CFD code. It is particularly impontieto note in Figure 12 and 13 that the peak pressse and peak heat release
rate are well predicted by the 12-zone reduced mtuerefore allowing accurate predictions of rimgintensity in comparison with

prior modeling approaches.
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Figure 13 — Comparison between simulated and expetal apparent gross heat release rates for Céls&s

Cases 4-6 evaluate the reliability of the 12-zaticed model when delayed combustion is used tedse the power output and
reduce the ringing intensity. From Table 3, the MG Case 5 is close to 9 bar, which representsstlit0% of the achievable power
output for the Diesel version of the VW engine usethe experiments. Furthermore, the operatinglitmms in Case 5 reduce the
average ringing intensity by 50% when compared @iise 3. Figure 14 shows a comparison betweenimgdal and simulated
pressure traces for Cases 4-6. In Cases 4 andge#kepressure and the shape of the pressureatiaceasonably well predicted by
the model. However, for Case 6 the accuracy oftbdel is reduced because of the increased imp@taimixing between zones on
heat release rates. For Cases 4 and 5 the difesatserved between experimental and computedsésthe onset of combustion
could be due to the temperatures at IVC being tatled using average CHR from 300 cycles insteaddHR for the representative
cycle. For Case 6, the errors in the model pretfistiare explained by the increased experiment#-tgecycle variations at delayed
combustion that lead to higher uncertainties iredeining the initial conditions at IVC. As mentiahbefore, the experimental data
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was recorded during multi-cylinder operation, atlatively high engine speed, and for a high octaeé These conditions combined
with highly delayed combustion (Case 6) make fficlift to achieve reliable experimental data beeahe range of HCCI stable
operation is narrower at lower residence timesfanélels with higher autoignition temperature [1As a result, the intake
conditions can be affected by cyclic variationgjuding further variability between cylinders.
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Figure 14 - Comparison between simulated and expeental pressure traces for Case 4-6.

Figure 15 shows the simulated and experimentatsrat apparent GHRR for Cases 4-6. In generahnidel makes good
predictions of shape and peak GHRR. The modelmisdicts the experimental trends for differencethnpeak of the GHRR, the
combustion phasing, and the burn duration betwé&rehnt cases. The prediction of these combustanmables allows the model to
predict the decrease in the peak pressure risg aaté consequently the decrease in ringing intensih delayed combustion
phasing, which is observed in the experiments.Gase 6, the GHRR is more likely to be influencedriying between zones and
cyclic variability. As a result the difference betan the experimental and simulated peak of the GKRIRyher, as well as the
difference in the shape of the traces.
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Figure 15 — Comparison between simulated and exp@ntal pressure traces for Cases 4-6.

Fig. 16 shows the ratio of calculated vs. experitmezombustion and emissions parameters. Exhaussi&ms are calculated at
EVO. NG, emissions are not included in the analysis bectugsexperimental and simulated values were gdgéralow 20 ppm. In
general, the predictions of the 12-zone reducedetra@ reasonably good for IMERyross indicated efficiency, individual ringing
intensity, burn duration, and HC emissions. Althougt shown in Fig. 16, the trends experimentatigerved for the mentioned
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variables with changes in equivalence ratio orkateemperature were also generally well predidied.Case 6 (most delayed
combustion) the prediction of ringing intensity ad@ emissions are poor because of the high seitgitovcyclic variability and
mixing between zones. Delaying combustion to enhigker power output is usually accompanied byaeafese in intake
temperature and an increase in equivalence ratie.cbmbination of these strategies causes moréisin®f the autoignition
process and heat release to changes in chargesiddal temperature, turbulence, and heat trans$ea. result, with excessively
delayed combustion timing more cycles tend to mésfind other cycles tend to produce high peak presise rates. Therefore, the
prediction of variables like ringing intensity abkC emissions becomes more difficult for a modekllasn single cycle calculations.

CO emissions are substantially underpredictedifaases because these emissions are very diffcyltedict with the methodology
proposed here, which does not allow for mixing lestvzones. Similar results for CO emissions haee behieved for other
sequential CFD/detailed chemical kinetics modebknaysing more zones (40). CO emissions originata fsoor CO-to-CQ
oxidation, which typically occurs below 1500 K. Rrdhe temperature profile shown in Fig. 10, whighypical for Cases 3-6, it is
observed that the zones located in the core anddaoy layer usually exhibit peak temperatures higihan 1500 K; therefore, almost
all the CO produced in these zones is oxidized®g. Since the peak temperature of zones locateckibdluindary layer is highly
sensitive to the EHTAF, this parameter can be tuaedlow better predictions of CO emissions. lis tiesearch, the CO emissions
were reasonably well predicted when the peak teatper of zones located in the boundary layer wefereed to be within a range
of 1200-1400K by setting the EHTAF. These prediwiare not presented in Fig. 16 because differ@oes for the EHTAF were
used in the zones located in the boundary layemMrevious studies it is concluded that at higidthe major sources of CO and
HC emissions are the crevices and the boundary tear the wal|7, 2§, and at low equivalence ratios the major sourdhede
emissions is the incomplete oxidation of the bwdk[@8-3(. This variability in the main source of these esitas with changing
equivalence ratios makes it difficult to defineeedmmended heat transfer scheme to accuratelycpthdiCO and HC emissions for
all loads. Therefore, it is necessary to run patamstudies to identify the recommended heat fearscheme in order to allow better
predictions of CO emissions without affecting thediction of HC emissions.
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Figure 16 — Ratio of Simulated-over-experimentalstgdts for Cases 1-6 (C1-C6). Experimental resultg axtracted from Table 3.
HC and CO emissions are calculated at EVO.

CONCLUSIONS

A new sequential Chemical Kinetics-CFD-Chemicald€ios methodology is proposed to predict combustlmaracteristics and the
main emissions from HCCI engines. The proposed oaetlogy follows three steps: 1) a 1-zone model (ke Pro) using detailed
chemical kinetics is run to predict either the I'¢@hditions to achieve a desired combustion timarghe combustion timing

achieved with given IVC conditions. This first stelso determines the energy switch crank angle evimedti-zone kinetic

calculations start. 2) CFD simulations are perfalr{fduent 6.3) at motored conditions to definebhenber of zones that allows good
resolution of thermal stratification (40 zoneshistresearch), the mass fraction in each zonettentemperature history based on the
average zone temperature calculated within a dpexénk angle interval. Finally, 3) The temperatprofile for each zone is
specified in a multi-zone chemical kinetic modehé@hkin Pro) using the energy switch time definetieraln this final step,

detailed combustion and emissions parameters seentiaed.
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A technique for significantly reducing the numbérones in the multi-zone simulation step is diseas This method allows
significant reduction in computing time while stitlaintaining accuracy in calculating the main costimn parameters and emissions.
Zone reduction is performed by grouping the zohas temain non-reacted at adiabatic conditionsargingle zone. The reduced
number of zones and the temperature and massoingatbfiles for each zone are fed into the multtgonodel of Chemkin Pro to
calculate HCCI combustion characteristics usingitkd chemical kinetics. The result of the modelimgcess is a 12-zone reduced
model which preserves the resolution of the origiiftazones model.

The model is validated against experimental regdtseved on a multi-cylinder engine using biogaa &uel for six different points
of operation. The IMER indicated efficiency, individual ringing intengitourn duration, N@and HC emissions are reasonably well
predicted. The prediction of CO emissions is gdhepaor, but it is highly improved when heat tréarsfrom boundary layer zones is
adjusted to produce zone peak temperatures betize#r1400K.

The new methodology allows for a better understagdif the effect of number of zones on the resotutif thermal and mass in-
homogeneities, as well as good estimation of m&@@Hcombustion characteristics and emissions wethuced computing time. It is
particularly important to note that the newly prepd 12-zone reduced model allows more accuratécficets of peak pressure rise
rates and ringing intensity.
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DEFINITIONS/ABBREVIATIONS

aTDC After top dead center

CAXX Crank angle for x% heat
release (i.e. CA50 =
Crank angle for 50% heat
release as CAD ATD(

CAD Crank angle degree

CFD Computational Fluid
Dynamic:

CHR Cumulative heat release

EVC Exhaust valve close

EVO Exhaust valve open

EHTAF External heat transfer area
fractior

GHRR Gross heat release rate

HCCI Homogeneous Charge
Compression Ignitic

HCT Hydrodynamics,
chemistry and transpt

IMEP 4 Gross indicated mean
effective pressul

IvC Intake valve close

IVO Intake valve open

PCCI Premixed charge
compression ignitic

PM Particulate matter

TDC Top dead center

¢ (phi) Equivalence ratio
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