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ABSTRACT 

This study presents the development of a new HCCI simulation methodology. The proposed method is based on the sequential 
coupling of CFD analysis prior to autoignition, followed by multi-zone chemical kinetics analysis of the combustion process during 
the closed valve period. The methodology is divided into three steps: 1) a 1-zone chemical kinetic model (Chemkin Pro) is used to 
determine either the intake conditions at IVC to achieve a desired ignition timing or the ignition timing corresponding with given IVC 
conditions, 2) the ignition timing and IVC conditions are used as input parameters in a CFD model (Fluent 6.3) to calculate the charge 
temperature profile and mass distribution prior to autoignition, and 3) the temperature profile and mass distribution are fed into a 
multi-zone chemical kinetic model (Chemkin Pro) to determine the main combustion characteristics. 

Different numbers of zones have been tested in the multi-zone step to determine the effectiveness of the general methodology. 40 
zones are needed to achieve acceptable thermal stratification resolution to accurately predict peak heat release rates, peak pressures 
rise rates and ringing intensity. However, a simplified 12-zone reduced model is developed and validated to study combustion 
variables. Simulation results for the main combustion variables and emissions are compared with experimental results from a multi-
cylinder HCCI engine fueled with biogas (60% CH4 + 40% CO2), and operating at different intake conditions. Comparisons between 
the proposed numerical methodology and experimental results show good agreement for power output (measured as IMEPg), indicated 
efficiency, burn duration, peak pressure, individual ringing intensity, and HC and NOx emissions. CO emissions are very sensitive to 
the input parameters of the 12-zone reduced model. However, when the peak temperature after ignition of boundary layer zones is 
properly handled; CO emissions are reasonably well predicted. According to the results, the methodology can successfully predict 
combustion parameters and emissions for HCCI engines in which the fuel and air are well mixed prior to ignition. Compared with 
previous sequential methodologies, the method proposed here allows for reduced number of zones, more uniform temperature profiles 
prior to ignition, more accurate estimation of mass located in each zone, reduced computing time and more accurate predictions of 
peak heat release rates, peak pressure rise rates, and ringing intensity.  

INTRODUCTION 

HCCI combustion has been extensively studied throughout the past decade as one option to meet the current and future engine 
emissions regulations while simultaneously achieving high efficiency. HCCI uses lower combustion temperatures causing lower NOx 
emissions and premixed (or partially premixed) and dilute charge causing lower PM emissions. However, increases in CO and HC 
emissions are typical and must be addressed. Additionally, the absence of a direct ignition control method and reduced power output 
for HCCI engines are historically considered as disadvantages when compared to spark ignited and Diesel engines. To solve these 
problems, it is necessary to develop modeling tools that allow further understanding of the complex phenomena involved in the 
autoignition and combustion processes. This paper describes a new approach to predict HCCI combustion based on a sequential 
procedure using CFD and detailed chemical kinetics simulations.   

Consensus has been gained from the pioneering study of Najt and Foster [1] on the necessity of including chemical kinetics to predict 
the autoignition event in HCCI mode. For a homogeneous charge, it is well accepted that single zone models combined with detailed 
chemical kinetics are able to predict the ignition timing when pressure, temperature and mixture composition are known. These 
models assume that the combustion chamber is a perfectly stirred reactor (having no spatial temperature and composition gradients); 
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however, this assumption limits the ability for predicting some combustion parameters (heat release rates, ringing intensity, CO and 
HC emissions) that are sensitive to spatial gradients.  From previous experimental HCCI studies [2, 3] it has been shown that the 
ignition event is governed by radicals that appear almost instantaneously and are spatially distributed; therefore, combustion develops 
in absence of discernible flame propagation. During the combustion event, turbulence does not play an important effect since the 
chemical time is so short. However, turbulence indirectly influences the onset of combustion since it plays a role in determining the 
thermal stratifications that arise during the compression stroke because of heat transfer. According to the accepted theory of chemical 
and turbulence time scales, once ignition has occurred the burning rates are so fast that turbulence mixing rates cannot significantly 
affect the chemical reactions and heat release process. In fact, an estimate of time for H2O2 decomposition or local CO-to-CO2 
oxidation under HCCI conditions is on the order of 1-10 microseconds, while the turbulent time scales are on the order of 10 
milliseconds for the integral length and timescale on the order of 1-100 microseconds for the Taylor micro-scale [4].  Thus, it can be 
concluded that combustion in an HCCI engine is governed by chemical kinetics, but fluid dynamics phenomena greatly influence 
temperature and species distribution prior to autoignition, and consequently, it has to be taken into account for accurate estimates of 
combustion parameters.  

The small influence of turbulence during the combustion event in HCCI engines allows simplification of the models for prediction of 
ignition and combustion processes. The ideal model is one in which CFD and chemical kinetics calculations are fully integrated in 
every cell. However, this scheme is very expensive in computing time and usually it is only possible with simplified chemical kinetics 
mechanisms and coarse grids.  Based on the importance of accounting for the influence of turbulence upon thermal stratifications and 
detailed chemical kinetics on combustion development, some co-authors of this paper proposed an alternative method to the fully 
coupled scheme. It was named the Sequential Fluid-Mechanic Chemical-Kinetic Multi-zone Model [5,6]. In this scheme the 
temperature and mass distribution before ignition were calculated with a CFD code (KIVA-3V). Then, the charge was divided into a 
relatively small number of zones (10) with different temperature histories and mass fractions, while the pressure and equivalence ratio 
was considered the same for all zones. Finally, a chemical kinetics code named HCT (Hydrodynamics, Chemistry and Transport) was 
run using the zonal distribution as input parameters. The numerical results were compared against experiments demonstrating good 
predictions of peak pressure, indicated efficiency, burn duration, and combustion efficiency. The HC emissions were under-predicted 
because of the low number of zones located in the crevices, and CO emissions were under-predicted because the mixing between 
zones was neglected during the calculations. In subsequent studies [7-9], the sequential multi-zone model was expanded to 40 zones to 
improve the predictions of CO and HC emissions without modeling the mixing between zones. HC emissions were generally well 
predicted, but the predictions of CO were not significantly improved. In an effort to improve accuracy, the mixing between zones was 
included in further modeling efforts by introducing a fully coupled CFD/multi-zone model in which the temperature, pressure and 
composition is calculated using the CFD code in each cell, while the chemical kinetics process is calculated only for 40 zones [10]. It 
was found that the there is a diffusion of fuel and CO from the boundary layer into the hottest zones that affects CO and HC 
emissions. Additionally, emission predictions were improved with respect to the original sequential multi-zone model. The sequential 
multi-zone approach has also been modified and applied to predict combustion variables under more complex conditions like these 
presented in PCCI engines, in which the charge composition is not uniform before ignition. The results show that the multi-zone 
model is able to predict burn duration and peak cylinder pressure with good accuracy [11]. Furthermore, this sequential approach has 
demonstrated accuracy and acceptable computational expense as compared with direct coupling of CFD and chemical kinetics to 
study PCCI combustion [12].         

Despite the success of the fully coupled and sequential CFD/Multi-zone chemical kinetic model on the analysis of HCCI combustion, 
a better understanding of the effect of the number of zones on the charge temperature and mass distribution is necessary.  These two 
important variables strongly influence ignition processes and heat release and thus it is important to understand the balance between 
accuracy versus computing time as the number of zones is increased. The aim of this paper is to present a 12-zone reduced model to 
study HCCI combustion allowing accurate predictions of combustion variables and reduced computing time, based on the Sequential 
Fluid-Mechanic Chemical-Kinetic Multi-zone Model proposed and improved by some co-authors [5,6]. Fluent 6.3 is used in the CFD 
calculations and Chemkin Pro is used as the chemical kinetics solver.  

METHODOLOGY  

The numerical approach is a sequential chemical kinetic-fluid mechanic-chemical kinetic model to predict HCCI combustion variables 
during the closed valve period. The model follows three steps: 1) The 1-zone model of Chemkin Pro is used to predict the IVC 
conditions that cause a desired ignition timing, or the ignition timing that results from prescribed IVC conditions, 2) These initial 
conditions at IVC and ignition timing are used as inputs for Fluent 6.3, which determines the in-cylinder temperature profiles and 
mass distribution prior to autoignition, and 3) The time dependent temperature and mass distributions given by Fluent 6.3 are fed into 
the multi-zone-model of Chemkin Pro, which predicts main combustion variables. Each step of the methodology is described in detail 
in the following sections. 
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DETERMINING CONDITIONS AT IVC, CRANK ANGLE AT IGNITION, AND ENERGY 
SWITCH CRANK ANGLE 

The calculation of combustion variables during the closed valve period requires the determination of the pressure, temperature, and 
mass stratification at IVC. This is not trivial because many variables are involved in the calculation of the initial conditions at IVC, 
such as heat transfer during induction, mixing of the charge with trapped exhaust gases, and pressure drop due to wall friction, among 
others. Simulating the intake stroke can give a good approximation of the initial conditions at IVC; however, an accurate estimation is 
still difficult for all possible engine configurations and operating conditions. Since the subject of this research is modeling the closed 
valve period, the simulation of the full cycle will be explored in future research.  

The 1-zone model accompanied by detailed chemical kinetics has shown to be a reliable method to predict the igniting time in HCCI 
engines because it accurately predicts the temperature history of the hottest core zone of the charge before ignition [12]. Chemkin 
Pro´s 1-zone model determines the ignition timing for given IVC conditions or the IVC conditions leading to desired ignition timing. 
This new step has been incorporated before the traditional sequential CFD/chemical kinetics approach because of the following 
advantages: 

• Determination of practical operating limits before CFD simulations:  As noted in previous research, the ignition timing plays an 
important role on the load limits and cyclic variations of HCCI engines, with the optimum ignition crank angle (CA10) interval 
approximately located between TDC and 5 CAD aTDC (depending on the fuel) [14,15]. Usually if ignition occurs before TDC, 
the pressure rise rates are so high that excessive ringing intensities are encountered and the engine can be damaged. On the other 
hand, if ignition occurs very late, the cyclic variability is increased leading to lower power output and lower indicated efficiency, 
as well as higher CO and HC emissions (and eventually complete misfire). The 1-zone model allows for parametric studies 
involving important factors like compression ratio, charge composition, initial pressure and temperature. Therefore, knowing the 
ignition timing for a given combination of these factors is useful to save time in CFD/multi-zone chemical kinetics calculations 
for operating conditions that are not practical for HCCI operation. 
 

• Energy switch crank angle determination before multi-zone simulations: The energy switch crank angle represents the time when 
the temperature profile from the CFD calculations are abandoned and the detailed chemical kinetics are adopted in the multi-zone 
model of Chemkin Pro. If too early a switch angle is selected, the effects of turbulence on thermal stratification (captured in the 
CFD analysis) are lost and the heat transfer to the walls is determined less accurately, increasing uncertainty of the ignition 
timing. On the other hand, when the switch angle is excessively delayed, the early chemical kinetics is not captured. This also 
causes errors in the ignition timing.  In this research, it is found that the energy switch crank angle strongly influences ignition 
timing; therefore, a good prediction of this parameter is necessary prior to multi-zone calculations. 

The 1-zone model simulations include detailed chemical kinetic calculations. Since the methodology is validated against experimental 
data for methane and carbon dioxide (60% CH4 + 40% CO2 on a volumetric basis), the GRI-Mech 3.0 [16] is used as the gas phase 
reaction mechanism. GRI-Mech 3.0 considers 53 species and 325 reactions and has been optimized for a temperature range of 1000-
2500 K, a pressure range of 10 Torr-10 atm, and equivalence ratios from 0.1 to 5 in premixed systems [16]. Since the autoignition 
temperature of methane is above 1000 K, the peak combustion temperature is typically lower than 2000 K, and the tested equivalence 
ratios were between 0.19 and 0.29, GRI-Mech 3.0 is an appropriate mechanism to use in this study. The peak in-cylinder pressures are 
expected to be higher than the recommended range (10 Torr – 10 atm), but a previous research [17] has validated the accuracy of GRI-
Mech to predict methane auto-ignition through shock tube experiments at high pressures (40-250 atm) and intermediate-to-high 
temperatures (1040-1500 K). Furthermore, other studies have validated a previous version of this mechanism (GRI-Mech 2.1) under 
Diesel like conditions for direct injection of natural gas [18,19]. The specified initial pressure at IVC is set such that the predicted peak 
pressures matches the peak pressure from the experiments at motored conditions. Equivalence ratios are calculated using exhaust gas 
analysis from experimental data. Wall temperature is specified as a function of equivalence ratio according to a published 
methodology [20].  

Heat transfer to the cylinder walls is estimated with the Woschni correlation [21] including recommended modifications for HCCI 
combustion [22, 23]. The global heat transfer coefficient is calculated as follows: 
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Where hglobal is the heat transfer coefficient of the gas boundary layer (W/m2K), C0 is a factor used to match the peak of the 
experimental heat transfer, B is the bore (m), p is the instantaneous in-cylinder pressure (kPa), T is the instantaneous in-cylinder 
temperature (K), and vtuned is the instantaneous characteristic velocity (m/s). vtuned was calculated as follows:  
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Where C1 and C2 are constants depending of the engine type, Sp is mean piston speed (m/s), Vd is the swept volume (m3), Ti, pi, and Vi 
are the initial temperature, pressure and volume at IVC (1-zone simulations) and -50 CAD aTDC (multi-zone simulations), and pmotored 
is the calculated instantaneous motored pressure (kPa). The following values were used for the constants in Eq. (2): 
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The experiments were conducted in the Combustion Analysis Laboratory, at the University of California, Berkeley. A 1.9L 
Volkswagen TDI Diesel engine adapted for HCCI operation was run with biogas. Details about the experimental methodology can be 
found in recent publications [24, 25]. Table 1 shows the engine specifications. 

Table 1 – Technical engine specifications. 

Designation 
VW TDI, four stroke, four 
cylinders, water cooled, 
diesel engine 

Firing order 1-3-4-2 
Original charge aspiration Turbocharged 
Modified charge aspiration Supercharged and heated 
Displacement 1890cm3 
Original Compression ratio 19.5 : 1 
Modified compression ratio 16.86 
Bore x stroke 79.5 x 95.5 mm 
Connecting rod length 144.0 mm 
Valves (intake, exhaust) 1, 1 
Intake valve open (IVO) 16 CAD aTDC 
Intake valve close (IVC) 25 CAD aBDC 
Exhaust valve open (EVO) 28 CAD bBDC 
Exhaust valve close (EVC) 19 CAD aTDC 
Original rated power 60 kW at 3300 rpm 
Original maximum torque  210 Nm at 1800 rpm 
Engine speed during the 
experiments 

1800 rpm 

Original combustion chamber Bowl 
Modified combustion 
chamber 

Hemispherical/shallow 
bowl 

Fuel composition, volumetric 
basis 

60% CH4 + 40% CO2 

   

The crank angle of ignition is defined as the crank angle for the peak molar fraction of H2O2, which usually coincides with the crank 
angle of 10% of cumulative heat release (CA10) in the simulations.  For fuels with low temperature heat release, i.e. Diesel fuels, the 
CA10 point tends to be earlier than the H2O2 peak. Therefore, these fuels require a modified definition of ignition timing to reduce the 
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uncertainty in temperature at IVC and energy switch crank angle. Figure 1 shows the 1-zone model results for the normalized H2O2 

molar fraction and the normalized cumulative heat release using two equivalence ratios, intake pressure of 2.2 bar, and intake 
temperature of 483 K. The calculated results capture the trends observed during the experiments in which the ignition timing was 
advanced when the equivalence ratio was increased from φ=0.19 to φ=0.29. The temperature at IVC for φ=0.19 is expected to be lower 
(463 K) than for φ=0.29 (478 K) because of the increased heat transfer during the induction stroke for leaner charges at a fixed intake 
temperature. Other factors affecting the temperature at IVC like heating by the residual gases are minor because neither internal nor 
external EGR was used during the experiments, the exhaust backpressure was reduced because the turbocharger was removed, and the 
valve overlap period is very short (3 CAD). The higher temperature at IVC leads to higher temperature at TDC and early population of 
H2O2 radicals before TDC which cause fuel autoignition.    

As mentioned before, the 1-zone model is also used to estimate energy switch crank angles as inputs for multi-zone calculations. 
Previous studies using the sequential CFD/Chemical kinetics approach have shown that the ignition timing is properly predicted 
during multi-zone simulations without taking into account the intermediates/radicals formed during compression stroke prior the 
switch crank angle if no significant heat release takes place and the temperature at IVC is properly adjusted [5,6]. In the methodology 
proposed here, the temperature at IVC allowing a specific crank angle at ignition is calculated before CFD and multi-zone calculations 
as well as the switch crank angle allowing for no significant heat release prior the beginning of multi-zone chemical kinetics 
calculations. Therefore, the effect of intermediate/radicals formed during compression stroke (previous to the switch crank angle) on 
ignition timing is expected to be negligible. Provided that rapid H2O2 breakdown triggers ignition in HCCI engines, the initial energy 
switch crank angle was estimated at 1 CAD before the crank angle for the peak molar concentration of H2O2. Parametric studies on the 
effects of the switch angle over the predicted ignition timing were performed with multi-zone simulations for cases shown in Fig.1. A 
range of 10-0 CAD bTDC was tested for the energy switch crank angle, finding that earlier switching tends to advance the onset of 
combustion. Since the best matching of the experimental crank angle at ignition was achieved using the initial criterion, 1 CAD before 
H2O2 molar peak is used as the recommended energy switch crank angle for all tested cases.  

     

 

Figure 1- Normalized H2O2 molar fraction, and normalized cumulative heat release (CHR) for φφφφ=0.29 and φφφφ=0.21. PIVC=2 bar, 
TIVC for φφφφ=0.29 is 478K, TIVC for φφφφ=0.19 is 463K. 

As previously mentioned, Chemkin Pro´s 1-zone model allows for parametric studies that simplify the process of estimating the initial 
conditions at IVC for HCCI operation. Figure 2 presents the simulated results of crank angle at ignition related with the temperature at 
IVC for three equivalence ratios. The experimental ignition timings (represented with not filled markers) were estimated by averaging 
300 consecutive cycles for five different replicas for each equivalence ratio. The simulations show that for a given temperature at IVC, 
the ignition timing is advanced for lower equivalence ratios. This occurs because of the higher charge temperatures caused by higher 
specific heat ratios with leaner mixtures. In the experiments, the temperature at IVC and wall temperatures tend to increase with 
equivalence ratio; thus, ignition timing advances as the equivalence ratio increases (Fig. 2). It is evident that without the help of the 
experimental results it is difficult to estimate the temperatures at IVC. This limitation will be addressed in future research by modeling 
the full cycle (including gas exchange processes).     
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Figure 2 – Simulated and experimental ignition timing vs. temperature at IVC. PIVC=2bar, TINT=483K. 

 

TEMPERATURE AND MASS DISTRIBUTION CALCULATION PRIOR TO 
AUTOIGNITION  

Fluent 6.3 is used as the CFD code in the following stage of the calculation methodology. Given that the piston´s head used during the 
experiments is fully symmetrical, a 2D axisymmetric configuration was chosen to predict the flow patterns. Fluent simulations use the 
pressure-based segregated implicit solver with the PISO (Pressure-Implicit with Splitting of Operators) algorithm for the pressure–
velocity coupling, the PRESTO (Pressure Staggering Option) scheme for pressure, and the second order upwind discretization for 
density, momentum, swirl velocity, turbulent kinetic energy, turbulent dissipation rate, and species. 2D axisymmetric simulations are 
run from IVC until 10 CAD aTDC assuming a motored cycle. The pressure and temperature at IVC from the 1-zone model are used at 
the beginning of the CFD model assuming homogeneous temperature and charge composition at IVC. The wall temperatures are 
calculated using a methodology [20] which correlates the surface temperatures with equivalence ratio. Typical values of 453K, 413K, 
and 385K are used for the piston surface, cylinder head, and cylinder wall respectively. Turbulence is modeled with the standard κ-ε 
model using standard wall functions and default inputs given by the code. The flow pattern is initialized at IVC assuming the 
turbulence intensity (10%) and the swirl ratio (2) for all simulations.   

The base grid for this study has been built in Gambit 2.2 and includes 3,672 cells at TDC (Figure 3) and 15,422 at IVC. The grid has 
been refined near the walls in the axial and radial direction for better prediction of mass and temperature in the boundary layer and 
crevice regions. The radial cell length in the crevices is 50 µm, allowing 5 cells in the ring crevice, while the radial cell length in the 
core of the combustion chamber is between 0.25 and 0.5 mm approximately.  

 

Figure 3 – Full view of the base grid at TDC and zoomed view of wall boundary layer and ring crevice. 
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Two additional grids have been built to perform a sensitivity study on the effects of mesh resolution over the predicted in-cylinder 
average temperature at motored conditions from IVC to EVO. The cell length and height were kept around 50 µm near the walls. The 
details for each mesh resolution are given in Table 2. 

Table 2 - Different grid schemes tested for sensitivity. 

Grid identification 
Total cells 
at TDC 

Total cells 
at IVC 

Time step 
(CAD)  

Grid #1 (base) 3,672 15,422 0.25 
Grid #2 6,018 32,418 0.25 
Grid #3 32,600 107,330 0.25 

 

Figure 4 shows the simulated average temperature traces achieved for the different grid schemes described in Table 2 without 
volumetric reactions. The initial pressure at IVC is corrected to match the experimental peak pressure at motored conditions. From 
Fig. 4 it can be observed that the predicted average temperature traces are weakly affected by the grid scheme; therefore, the base grid 
was selected because it produces accurate results and has the lowest computing time.    

  

Figure 4 – Simulated average in-cylinder temperature traces at motored conditions for three different grid schemes. PIVC=2bar, 
TIVC=478K, φφφφ=0.29.  

Once the CFD simulations were finished, the next step is the calculation of the temperature and mass fraction profile for a range of -50 
CAD aTDC to 10 CAD aTDC. This stage comprises three sub-stages: 1) Definition of number of zones according to charge 
temperature distribution, 2) Calculation of the zone temperature limits and zone average temperature, and 3) Calculation of the mass 
distribution and zone average mass fraction.  

Defining the number of zones and zone average temperatures  

Using a large number of zones allows accurate results, at the expense of long computing time. The 1-zone simulation takes 1-5 
minutes, the CFD simulations takes about 1 hour (base grid and 0.25 CAD time step), and the multi-zone simulations take about 30 
minutes (40 zones and 0.25 CAD time step). All computations are run on a 2.7 GHz single processor workstation.  

Grouping a specific number of cells to form a zone represented by an averaged cell temperature depends on the lower and upper 
temperature limits of the grouped cells. In a similar way, these limits are affected by the overall temperature distribution of the charge 
at a specific time. Previous research [5,6] has shown that when KIVA-3V is used as the CFD code, 10 zones give enough resolution to 
accurately predict main combustion variables (like IMEP, combustion efficiency, and indicated efficiency). However, 40 zones are 
necessary for acceptable prediction of HC emissions [7-9], and 40 zones accompanied with simulation of mixing between zones are 
needed for reasonably predicting CO emissions [10]. The effect of the number of zones on the prediction of peak pressure rise rates 
and ringing intensity has not been studied in detail in the HCCI literature, and this topic is discussed below in the section on multi-
zone chemical kinetics.  
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This paper shows a parametric study of the effect of the number of zones on the temperature distribution. The number of zones is 
defined using the post-processor tool of Fluent 6.3, which also provides the temperature limits for each zone. Figure 5 shows the 
temperature contour for 10 zones at -3 CAD aTDC. Each temperature interval in the color map identifies a specific zone. Zones 1-4 
are in the main crevice, zones 5-7 are part in the boundary layer and part in the crevices, zone 8 is the boundary layer, zone 9 is in the 
boundary layer and in the core, and zone 10 is in the core of the combustion chamber. As noted in the color map the difference 
between the lower and upper temperature limits for each zone is around 65 K, which is large considering the strong dependence of 
chemical kinetics on charge temperature.  A non-representative average temperature caused by an insufficient number of zones leads 
to erroneous predictions of the average heat release rates in the hottest zones. The method will underpredict reactivity of hotter parts of 
the zone and overpredict reactivity of colder parts. Therefore, a larger number of zones is needed for better prediction of pressure rise 
rates.                      

 

Figure 5 – Temperature distribution for 10 zones at -3 CAD aTDC. PIVC=2bar, TIVC=478K, φφφφ=0.29.  

Two additional multi-zone simulations, with 20 and 40 zones, were tested to study the effect of resolution on the average zone 
temperature. As expected from the uniform temperature distribution shown in Fig. 5, when the number of zones is increased the 
difference between the average zone temperatures of consecutive zones is uniformly reduced. For a specific number of zones, the 
difference between the lower and upper temperature limits is almost constant throughout the charge. In Fig. 6, these trends are shown 
for the 10 hottest zones related with the number of zones at -3 CAD aTDC.  According to the information presented in Fig. 6, 40 zones 
allow a good resolution with the difference between average zone temperature in neighboring zones being around 16 K. In this case, 
the average zone temperature is within ±8K of the maximum and minimum temperature within each zone. Similar results were 
achieved for the entire crank angle interval between -50 CAD aTDC to 10 CAD aTDC.      

  

Figure 6 – Average zone temperature and Delta zone temperature (Tmax-Tmin) at -3 CAD aTDC for the 10 hottest zones of three 
different numbers of zones. PIVC=2bar, TIVC=478K, φφφφ=0.29. 
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Calculating the mass fraction distribution as a function of the number of zones 

The mass fraction for each zone represents the fraction of the charge with temperatures between the lower and upper zone temperature 
limits. The mass for each cell is calculated as follow: 

πρ 2**1 cellcellRcell Vm =  (3) 

Where mcell (kg) is the mass of each cell, V1R cell (m
3) is the cell volume using a reference depth of 1 radian, and ρcell (kg/m3) is the cell 

density. Once the mass is calculated for all cells, the zone mass fraction is determined by adding the mass of cells within the zone 
temperature interval and dividing the result by the total mass of the charge. Figure 7 shows the zone mass fraction related with the 
average zone temperature for the 10 hottest zones at -3 CAD aTDC and for different total numbers of zones. The mass fraction in the 
core is strongly affected by the number of zones while the mass fraction in the crevices is insensitive to the numbers of zones. When 
the charge is divided in 10 zones the mass fraction in the hottest zone is close to 80%; therefore, almost all the fuel is expected to be 
ignited at same time and burned at the same rate during the main heat release event.   

 

Figure 7 – Average zone temperature and zone mass fraction at -3 CAD aTDC for the 10 hottest zones of three different numbers 
of zones. PIVC=2bar, TIVC=478K, φφφφ=0.29. 

Defining the time-dependent temperature and mass fraction profiles 

Once the average temperature and mass fraction distribution are defined for each crank angle, the temperature and mass fraction 
profiles are built between -50 CAD aTDC and 1 CAD before the ignition timing previously defined by the 1-zone model.  Figure 8 (a) 
shows a temperature profile for a 10 zone model. The difference between the average zone temperatures for consecutive zones is 
almost constant through the charge at a specific crank angle. This trend makes the profile highly uniform. The temperature range 
covered by the coldest zones (1-5) is similar to the temperature range covered by the hottest zones (6-10). These trends suggest that 
the temperature distribution is not dependent on the mass distribution provided that practically all the charge is located in the hottest 
zones, but the thermal distribution is uniform through the charge. In Fig. 8(b) the average zone temperatures for zones 1-9 are 
presented as a function of the average temperature in zone 10. As shown in the figure, the average temperature history for different 
zones can be modeled from the average temperature history in the hottest zone by using a linear regression. Similar results were 
achieved for 20 and 40 zones. This theoretical assumption can make it easier to determine the thermal stratification using the 
temperature history calculated from the 1-zone model for the hottest zone in the charge. 

The temperature profiles (Figure 8b) differ from those achieved with KIVA-3V for 10 zones (Figure 8c) [5, 6], in which zones 1-5 
covers a higher range of temperature than zones 6-10, the three hottest zones are almost isothermal, and the gap between the average 
zone temperature for consecutive zones considerably increases for the coldest zones (Figure 8c). These differences become smaller 
when the number of zones is increased; however, some differences remain and these can be important for predictions of most sensitive 
variables or when combined with high levels of species in-homogeneities as in PCCI engines. Since many factors can affect the charge 
temperature distribution, a direct comparison between both CFD codes is not possible at this point. It will be addressed in future 
research.       
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Figure 8 – (a) Average zone temperature profile for a 10 zones distribution. (b) Average zone temperature in zones 1-9 related with 
the average zone temperature in zone 10. PIVC=2bar, TIVC=478K, φφφφ=0.29. (c) Average zone temperature profile for a 10 zone 

distribution calculated with KIVA-3V, adapted from [5].    

The zone mass fraction presents slight differences with time for zones located in the boundary layer and crevices (not shown), these 
differences are higher for zones located in the core of the charge, but tend to be minimized when the number of zones is increased. 
Since the amount of mass in the hottest zones affects the heat release rates, the mass fraction distribution close to the crank angle at 
ignition is used instead of time average mass fractions.    

MULTI-ZONE CHEMICAL KINETICS AND REDUCTION OF THE NUMBER OF ZONES 

The final step of the numerical methodology is running Chemkin Pro’s multi-zone model using the temperature and mass profiles 
found in the previous stage. During the compression stroke, the temperature profiles are followed without accounting for chemical 
kinetics in the calculation. The chemical kinetic calculations are activated at the energy switch crank angle, which represents the time 
when heat release becomes important. The model assumes that zones are perfectly stirred reactors with different temperature and mass 
fractions, but with the same equivalence ratio and pressure. Mechanical work between zones is their only interaction; mixing, 
diffusion, and heat transfer between zones are neglected. During combustion, wall heat transfer is calculated using the Woschni 
correlation as mentioned for the 1-zone model and heat loss from each zone is estimated by setting a parameter named External Heat 
Transfer Area Fraction (EHTAF). The initial pressure is slightly adjusted to match the experimental pressure trace at 50 CAD bTDC.   

The effect of the number of zones is first studied. Figure 9(a) shows the in-cylinder pressure traces and Fig. 9(b) shows the apparent 
gross heat release rate (GHRR) for the different number of zones compared with experimental traces running at φ=0.29. The heat 
release and pressure rise rates are over predicted when 10 and 20 zones are used because a large fraction of the fuel (78% for 10 zones 
and 56% for 20 zones) is suddenly burned once the ignition event begins. A 40-zone model captures the thermal charge stratification 
with enough resolution to improve the predictions of the heat release rates and consequently the pressure rise rates, which are 
necessary to determine the ringing intensity and high load limits. Consequently, the temperature profiles and mass fraction distribution 
provided by the 40-zone model is used in the following step of the methodology.          
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(a) 

 

(b) 

Figure 9 – (a) Simulated and experimental pressure traces. (b) Simulated and experimental apparent gross heat release rates. 
PIVC=2bar, TIVC=478K, φφφφ=0.29.     

Reducing the number of zones 

According to the results in Fig. 9(a) - (b), the average zone temperatures estimated using 10 and 20 zones tend to be non-
representative of the charge in each zone. This problem is easily solved by increasing the number of zones to 40. However, this 
increases the computational time. The 40-zone model allows good resolution in the hottest zones to calculate the main heat release and 
in the coldest zones for a better estimation of HC emissions. Provided that the coldest zones do not react through the combustion 
process, the number of zones can be reduced by grouping the non-reacted zones into a single zone without affecting the main heat 
release event. The location of the non-reacted zones is determined by running simulations assuming adiabatic conditions during the 
multi-zone chemical kinetic simulation step at the highest intake temperature. For a 40 zone distribution only the mass located in the 
11 hottest zones is burned during combustion as shown in Fig. 10. Zones 1-27 are not shown because they are colder than zone 28.  
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Figure 10 – Temperature history for zones 28-40 at adiabatic conditions. PIVC=2bar, TIVC=478K, φφφφ=0.29.     

According to Fig. 10, zone 29 represents the spatial threshold of the charge located mainly in the crevices which is the main source of 
HC emissions. It is expected that zones 1-29 will remain unburned when heat loss is accounted for in the energy balance; thus, these 
zones are grouped into a single zone, reducing the 40-zone model to a 12- zone model. The new model preserves the resolution of the 
temperature and mass distribution in the hottest zones, and significantly reduces the time to run multi-zone simulations (by around 
50%). It must be noted that the number of zones of the reduced model can change with multiple factors.  For the fuel and test 
conditions in this research, 11 zones are finally devoted to the core of the combustion chamber and the boundary layer. Zone 12 is the 
hottest and follows the temperature profile and mass fraction calculated for zone 40, zone 11 follows the temperature profile and mass 
fraction calculated for zone 39, and so on until zone 2 which follows the temperature profile and mass fraction estimated for zone 30. 
Zone 1 is the coldest and follows the temperature profile calculated for zone 29 (to preserve the difference between zone average 
temperatures), and the cumulative mass fraction from zones 1-29 in the 40 zone distribution. Table 3 shows the mass fraction within 
the zones.  

Table 3 – Mass fraction distribution for the 12-reduced zones model   

Zone 
number 

Mass 
fraction (%) 

12 33.6 
11 21.4 
10 14.1 
9 8.5 
8 5.6 
7 3.2 
6 2.5 
5 1.7 
4 1.2 
3 0.7 
2 0.9 
1 6.6 

 

METHODOLOGY VALIDATION               

The simulation methodology has been validated against experimental results from the VW TDI engine (Table 1). Six different 
experimental cases have been selected. Cases 1-3 explore changes in power output (varying equivalence ratio) at constant intake 
pressure and temperature, and cases 4-6 capture changes in combustion phasing (varying intake temperature) at constant equivalence 
ratio and intake pressure. Table 4 shows the experimental results for the six selected cases. The experiments have been described in 
previous publications [24, 25], and reported values represent 300 cycle averages. Ringing intensity is calculated using the method 
developed by Eng [26].    
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Table 4 – Average experimental results over 300 cycles for biogas as fuel (60% CH4 + 40%CO2 in a volumetric basis). 

Variable/Case C1 C2 C3 C4 C5 C6 
Equivalence ratio (φ) 0.19 0.21 0.29 0.33 0.33 0.33 

1Inlet temperature (K) 483 483 483 460 453 448 
Inlet pressure (bar abs) 2.2 2.2 2.2 2.2 2.2 2.2 

IMEPg (bar) 3.8 4.8 7.1 7.5 8.7 8 
Normalized standard 

deviation of IMEPg (%) 
12.6 5.8 2.1 2.6 2.9 20 

Gross Indicated 
efficiency (%) 

37 38 42 40 42 38.5 

Average ringing 
intensity (MW/m2) 

1.2 3.2 21.9 18.7 12 6.3 

2Individual ringing 
intensity (MW/m2) 

4.9 8.64 23 23.5 16 5.3 

3Burn duration (CAD) 15 14.5 10.5 8.5 11.5 15 
4HC emissions (ppm C) 2867 2658 2475 3585 3707 5852 

CO emissions (ppm) 2848 2564 2018 2290 2130 2443 
NOx emissions (ppm) 0.56 0.59 13.3 37 9.8 4.8 

1 Measured at the intake manifold. 

2 Individual ringing intensity is calculated using a representative cycle instead of averaging 300 cycles. 

3 Burn duration is calculated as the crank angle difference for points given 10% of the apparent peak gross heat release rate. 

4Exhaust emissions were measured in the exhaust manifold  

The experimental pressure traces that are analyzed are the average of 10 representative cycles located in a window of ±10% of the 
average IMEPg and the highest individual ringing intensity calculated for 300 cycles. The average experimental pressure trace from 
300 cycles is not used to compare with simulated pressure traces because the peak pressure rise rates tend to be underpredicted when 
cyclic variability is increased. The multi-zone model does not account for cyclic variations. Both experimental and calculated traces 
have been filtered with a Savitzky-Golay smoothing filter [27] to allow for more accurate analysis of the pressure rise rates. 

In the multi-zone model of Chemkin Pro the fraction of the effective surface area for heat transfer from each zone to the walls is 
assigned by setting the EHTAF. Defining a criterion to assign this parameter to each zone is difficult because the heat transfer between 
zones is not included in the model; therefore, a parametric study was performed applying different heat transfer schemes in the 12-
zone reduced model. These schemes were: EHT1= adiabatic, EHT2= three hottest zones adiabatic, EHT3= uniform EHTAF in all 
zones (8.33%), EHT4= EHTAF proportional to the mass fraction in all zones.  Table 5 shows the EHTAF for each zone in the 
parametric study. The sum of the EHTAFs is equal to 100%, except for the adiabatic case. 

Table 5 – External Heat Transfer Area Fraction within the 12-reduced zones model followed in the parametric study for heat 
transfer schemes  

External Heat Transfer Area Fraction (%) 
as function of the Heat transfer scheme 
Zone EHT1 EHT2 EHT3 EHT4 
12 

0 

0 

8.3 

33.6 
11 0 21.4 
10 0 14.1 
9 30 8.5 
8 20 5.6 
7 6.5 3.2 
6 4.5 2.5 
5 3 1.7 
4 1.5 1.2 
3 0.75 0.7 
2 0.25 0.9 



Page 15 of 22 

 

1 33.5 6.6 
 

It is important to note that the EHTAF approach only influences the results starting from the energy switch crank angle. Prior to this 
time, heat transfer is calculated in more detail in the CFD step and captured in the temperature profiles which are used as inputs to the 
multi-zone model. Case 3 (in Table 4) has been selected to illustrate the effects of the heat transfer scheme on the calculated pressure 
development because its cycle-to-cycle variation is the lowest. Figure 11(a) shows experimental and simulated pressure traces for 
Case 3 and the tested heat transfer schemes and Fig. 11(b) shows the ratio of calculated to experimental results for combustion 
variables using different heat transfer schemes. The agreement in the peak pressure when comparing experimental and numerical 
pressure traces (with heat transfer enabled) is close to 95% and the shape before the peak pressure is almost identical. The differences 
between the calculated pressure traces in which heat transfer has been considered are not significant; therefore the calculated IMEPg 
and the indicated efficiency are not highly affected by the heat transfer scheme in these cases, as shown in Fig. 11(b). The best 
pressure trace prediction is achieved for adiabatic combustion; however, the IMEPg and the indicated efficiencies are over-predicted 
for Case 3 (Fig. 11(b)). Similar trends were observed for the rest of cases. For Case 3, the best overall agreement between calculated 
and experimental results was observed when the three hottest zones (10-12) were considered adiabatic (EHT2) and the EHTAF was 
considered as proportional to the mass fraction present in the other zones (1-9, Fig. 11b). Similar trends were observed for the rest of 
cases. In subsequent analysis, the simulated results use the EHT2 scheme.  
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(a) 

 

(b) 

Figure 11 – (a) Comparison between the simulated pressure traces using different heat transfer schemes (EHT1-EHT4) and the 
experimental pressure trace for Case 3 (C3). (b) Simulated-over-experimental results ratio for Case 3 using different heat transfer 
schemes (EHT1-EHT4). Experimental results are extracted from Table 3. Calculated HC and CO emissions are located at EVO. 

Cases 1-3 are representative of the varying load conditions for the tested fuel: Case 1 represents a low load case (IMEPg = 3.8 bar) 
with high cyclic variability (normalized standard deviation of IMEPg = 12.6%), Case 3 represents a high load case (IMEPg = 7.1 bar) 
and highest average ringing intensity (21.9 MW/m2). Figure 12 shows a comparison between simulated and experimental pressure 
traces. The 12-zone model allows good prediction of the rate of pressure rise when higher equivalence ratios are used, and the 
agreement with experimental peak pressures is within 95-98%. The differences between the traces for Case 3 may be caused by slight 
errors in experimental equivalence ratio, and difficulties in controlling the intake temperature and pressure for multi-cylinder 
operation.  
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Figure 12 – Comparison between simulated and experimental pressure traces for Cases 1-3.   

The standard heat release calculation method [4], taking into account heat transfer to the walls, was applied to the experimental and 
simulated pressure traces in order to determine apparent GHRR.  Figure 13 compares the simulated and experimental results of the 
apparent GHRR for Cases 1-3. In general, the peak GHRR and the shape of the traces are well predicted for all cases. This result is 
expected because of the minor role of turbulence and mixing between zones during the main heat release event in HCCI engines, 
particularly when combustion phasing is close to TDC. Similar results have been observed in previous research using 40 zones and 
KIVA-3V as the CFD code. It is particularly important to note in Figure 12 and 13 that the peak pressure rise and peak heat release 
rate are well predicted by the 12-zone reduced model, therefore allowing accurate predictions of ringing intensity in comparison with 
prior modeling approaches.        

 

Figure 13 – Comparison between simulated and experimental apparent gross heat release rates for Cases 1-3.  

Cases 4-6 evaluate the reliability of the 12-zone reduced model when delayed combustion is used to increase the power output and 
reduce the ringing intensity. From Table 3, the IMEP in Case 5 is close to 9 bar, which represents almost 70% of the achievable power 
output for the Diesel version of the VW engine used in the experiments. Furthermore, the operating conditions in Case 5 reduce the 
average ringing intensity by 50% when compared with Case 3. Figure 14 shows a comparison between experimental and simulated 
pressure traces for Cases 4-6. In Cases 4 and 5 the peak pressure and the shape of the pressure trace are reasonably well predicted by 
the model. However, for Case 6 the accuracy of the model is reduced because of the increased importance of mixing between zones on 
heat release rates. For Cases 4 and 5 the differences observed between experimental and computed results in the onset of combustion 
could be due to the temperatures at IVC being calculated using average CHR from 300 cycles instead of CHR for the representative 
cycle. For Case 6, the errors in the model predictions are explained by the increased experimental cycle-to-cycle variations at delayed 
combustion that lead to higher uncertainties in determining the initial conditions at IVC. As mentioned before, the experimental data 
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was recorded during multi-cylinder operation, at a relatively high engine speed, and for a high octane fuel. These conditions combined 
with highly delayed combustion (Case 6) make it difficult to achieve reliable experimental data because the range of HCCI stable 
operation is narrower at lower residence times and for fuels with higher autoignition temperature [14]. As a result, the intake 
conditions can be affected by cyclic variations, including further variability between cylinders.  

 

Figure 14 - Comparison between simulated and experimental pressure traces for Case 4-6.  

Figure 15 shows the simulated and experimental traces of apparent GHRR for Cases 4-6. In general, the model makes good 
predictions of shape and peak GHRR. The model also predicts the experimental trends for differences in the peak of the GHRR, the 
combustion phasing, and the burn duration between different cases. The prediction of these combustion variables allows the model to 
predict the decrease in the peak pressure rise rates and consequently the decrease in ringing intensity with delayed combustion 
phasing, which is observed in the experiments. For Case 6, the GHRR is more likely to be influenced by mixing between zones and 
cyclic variability. As a result the difference between the experimental and simulated peak of the GHRR is higher, as well as the 
difference in the shape of the traces.    

 

 

Figure 15 – Comparison between simulated and experimental pressure traces for Cases 4-6. 

Fig. 16 shows the ratio of calculated vs. experimental combustion and emissions parameters. Exhaust emissions are calculated at 
EVO. NOx emissions are not included in the analysis because the experimental and simulated values were generally below 20 ppm. In 
general, the predictions of the 12-zone reduced model are reasonably good for IMEPg, gross indicated efficiency, individual ringing 
intensity, burn duration, and HC emissions. Although not shown in Fig. 16, the trends experimentally observed for the mentioned 
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variables with changes in equivalence ratio or intake temperature were also generally well predicted. For Case 6 (most delayed 
combustion) the prediction of ringing intensity and HC emissions are poor because of the high sensitivity to cyclic variability and 
mixing between zones. Delaying combustion to enable higher power output is usually accompanied by a decrease in intake 
temperature and an increase in equivalence ratio. The combination of these strategies causes more sensitivity of the autoignition 
process and heat release to changes in charge and residual temperature, turbulence, and heat transfer. As a result, with excessively 
delayed combustion timing more cycles tend to misfire and other cycles tend to produce high peak pressure rise rates. Therefore, the 
prediction of variables like ringing intensity and HC emissions becomes more difficult for a model based on single cycle calculations.  

CO emissions are substantially underpredicted for all cases because these emissions are very difficult to predict with the methodology 
proposed here, which does not allow for mixing between zones. Similar results for CO emissions have been achieved for other 
sequential CFD/detailed chemical kinetics models even using more zones (40). CO emissions originate from poor CO-to-CO2 
oxidation, which typically occurs below 1500 K. From the temperature profile shown in Fig. 10, which is typical for Cases 3-6, it is 
observed that the zones located in the core and boundary layer usually exhibit peak temperatures higher than 1500 K; therefore, almost 
all the CO produced in these zones is oxidized to CO2. Since the peak temperature of zones located in the boundary layer is highly 
sensitive to the EHTAF, this parameter can be tuned to allow better predictions of CO emissions. In this research, the CO emissions 
were reasonably well predicted when the peak temperature of zones located in the boundary layer were enforced to be within a range 
of 1200-1400K by setting the EHTAF. These predictions are not presented in Fig. 16 because different values for the EHTAF were 
used in the zones located in the boundary layer. From previous studies it is concluded that at high loads the major sources of CO and 
HC emissions are the crevices and the boundary layer near the wall [7, 28], and at low equivalence ratios the major source of these 
emissions is the incomplete oxidation of the bulk gas [28-30]. This variability in the main source of these emissions with changing 
equivalence ratios makes it difficult to define a recommended heat transfer scheme to accurately predict the CO and HC emissions for 
all loads. Therefore, it is necessary to run parametric studies to identify the recommended heat transfer scheme in order to allow better 
predictions of CO emissions without affecting the prediction of HC emissions.           

 

Figure 16 – Ratio of Simulated-over-experimental results for Cases 1-6 (C1-C6). Experimental results are extracted from Table 3. 
HC and CO emissions are calculated at EVO.  

 

CONCLUSIONS 

A new sequential Chemical Kinetics-CFD-Chemical Kinetics methodology is proposed to predict combustion characteristics and the 
main emissions from HCCI engines. The proposed methodology follows three steps: 1) a 1-zone model (Chemkin Pro) using detailed 
chemical kinetics is run to predict either the IVC conditions to achieve a desired combustion timing, or the combustion timing 
achieved with given IVC conditions. This first step also determines the energy switch crank angle where multi-zone kinetic 
calculations start. 2) CFD simulations are performed (Fluent 6.3) at motored conditions to define the number of zones that allows good 
resolution of thermal stratification (40 zones in this research), the mass fraction in each zone, and the temperature history based on the 
average zone temperature calculated within a specific crank angle interval. Finally, 3) The temperature profile for each zone is 
specified in a multi-zone chemical kinetic model (Chemkin Pro) using the energy switch time defined earlier. In this final step, 
detailed combustion and emissions parameters are determined. 
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A technique for significantly reducing the number of zones in the multi-zone simulation step is discussed. This method allows 
significant reduction in computing time while still maintaining accuracy in calculating the main combustion parameters and emissions. 
Zone reduction is performed by grouping the zones that remain non-reacted at adiabatic conditions into a single zone. The reduced 
number of zones and the temperature and mass fraction profiles for each zone are fed into the multi-zone model of Chemkin Pro to 
calculate HCCI combustion characteristics using detailed chemical kinetics. The result of the modeling process is a 12-zone reduced 
model which preserves the resolution of the original 40-zones model.      

The model is validated against experimental results achieved on a multi-cylinder engine using biogas as a fuel for six different points 
of operation. The IMEPg, indicated efficiency, individual ringing intensity, burn duration, NOx and HC emissions are reasonably well 
predicted. The prediction of CO emissions is generally poor, but it is highly improved when heat transfer from boundary layer zones is 
adjusted to produce zone peak temperatures between 1200-1400K.   

The new methodology allows for a better understanding of the effect of number of zones on the resolution of thermal and mass in- 
homogeneities, as well as good estimation of main HCCI combustion characteristics and emissions with reduced computing time. It is 
particularly important to note that the newly proposed 12-zone reduced model allows more accurate predictions of peak pressure rise 
rates and ringing intensity. 
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DEFINITIONS/ABBREVIATIONS 

aTDC After top dead center 

CAxx Crank angle for x% heat 
release (i.e. CA50 = 
Crank angle for 50% heat 
release as CAD ATDC) 

CAD Crank angle degree 

CFD Computational Fluid 
Dynamics 

CHR Cumulative heat release 

EVC Exhaust valve close 

EVO Exhaust valve open 

EHTAF External heat transfer area 
fraction 

GHRR Gross heat release rate 

HCCI  Homogeneous Charge 
Compression Ignition 

HCT Hydrodynamics, 
chemistry and transport 

IMEP g Gross indicated mean 
effective pressure 

IVC  Intake valve close 

IVO Intake valve open 

PCCI Premixed charge 
compression ignition 

PM Particulate matter 

TDC Top dead center 

φφφφ (phi) Equivalence ratio 
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