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Abstract

The Colombian armed conflict has affected, to some degree, its entire population. Health
authorities require markers to determine the consequences of this exposure and provide appro-
priate mental health interventions. In this thesis, we propose a novel methodology to automat-
ically find the features that best relate to the level of exposure to the armed conflict and related
risks (drug use, college desertion, among others) using the information provided by unsuper-
vised techniques. We use clustering techniques that do not use predefined labels to cluster the
data and obtain relevant information from cluster centers. This methodology was tested on two
databases with more than 500 mixed response variables (dichotomous, categorical, Likert scale,
etc.), the first with 346 subjects with a direct measure of their level of exposure in the context
of the Colombian armed conflict, and the second one with 9467 subjects, but without a direct
measure of their level of exposure. For the latter, the missing data problem was addressed by
finding the appropriate parameters for eliminating and imputing missing values. As a result,
60 features related to exposure were identified as markers, which divided the subjects into three
groups, in which characteristics related to high levels of exposure were highlighted. We created
an artificial neural network (ANN) based model to confirm the features found as markers of
exposure to violence. The model was able to estimate the level of exposure with an accuracy of
99% in training and 76% in validation using the selected features as input.
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Chapter 1

Introduction

A RMED conflicts bring direct economic, humanitarian, and social consequences to the
civilian population. These affectations commonly hinder mental health outcomes
such as depression, anxiety, post-traumatic stress, suicide risk, and undesired changes

in cognition [1, 2]. These outcomes also differ with the length and intensity of the conflict.
Colombia, for example, has been involved in a long-lasting, low-intensity armed conflict (over
60 years, the oldest active in America) with millions of civilians directly and indirectly affected,
especially those in rural areas. These conditions make this population more vulnerable to suf-
fering mental health outcomes [3].

Moreover, its impact seems to go further than mental health issues since there is growing
evidence that physical health could also be affected by long-duration conflicts like the Colom-
bian one [4, 5], although it has been poorly studied. Authors have also found that the civilian
population has been affected by the armed conflict similarly to ex-combatants and direct victims
[6, 7, 8]. In these studies, higher levels of aggression and incidence of mental health disorders
have been observed in populations with high exposure to conflict-related extreme experiences,
even in subjects who do not perceive themselves as victims. This exposure could lead to long-
term outcomes in mental health if not timely and adequately accounted for. Therefore, a better
characterization of the population is required to help the health authorities and professionals.

Previous studies have found effects of exposure to conflict such as changes in executive pro-
cesses [2], cognitive processes related to aggressive behavior measured with social skills ques-
tionnaires [9], emotional processing [10], behavioral and executive functions [11], empathy [12],
among others. These populations were evaluated using questionnaires, scales, and tasks, some-
times synchronized with electroencephalography (EEG). However, most of these results were
obtained primarily in small groups with methods that cannot be easily scaled to large popu-
lations (e.g., through EEG recordings). Therefore, the inclusion of other techniques, such as
machine learning, could help to study the effects of exposure to conflict in a broader population.

Machine learning techniques have their foundations in mathematics and statistics, but they
are more focused on prediction than traditional statistical inference methods. These techniques
follow two basic approaches: i) supervised learning, which uses labeled data to train the ma-
chine, and ii) unsupervised techniques, which naturally find associations among data with sim-
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ilar features without having the data labeled (see [13] for more information). Nevertheless, as
sometimes civilians do not consider themselves as victims, the scope of unsupervised techniques
could be better fitted to study this population because the labels may be misleading. Other au-
thors who have studied violence and armed conflict using machine learning techniques [14, 15]
have used regression methods, random forests, and deep neural networks to make dimension-
ality reductions looking for the most relevant features in the classification of violence. However,
these studies use supervised techniques to select the variables (commonly veteran and victim),
leaving aside the civilian population who has been affected by the conflict but misclassified
as controls, as stated by [6]. Hence, it is desirable to find markers that relate exposure levels
with the possible consequences on physical and mental health by implementing unsupervised
approaches.

In unsupervised techniques, the algorithms learn from the data without needing previously
defined labels or classes. Unsupervised learning focuses on grouping or segmentation tasks,
called clustering, where the goal is to find groups with similar data in a dataset [16]. Clustering
techniques can be based on hierarchical or partitioning methods; however, when dealing with
large datasets, it is preferable to opt for partitioning techniques [17]. The most popular parti-
tioning technique is K-means, which uses numerical data to group n observations into k groups
in which each observation belongs to the group whose mean value is closest (this is explained
broadly in Chapter 3). Other derived approaches have the same operating principle but with
different minimization methods or types of data (e.g., categorical, see [18, 19] for details). The
advantage of K-means is that it provides quantitative information about the characteristics of
the groupings, which are later related to research questions.

In this thesis, we aim to find markers that indirectly relate subjects to the consequences of
the armed conflict (i.e., without labels like control or ex-combatant). We do this because many
civilians either are victims but have reasons for not being officially accounted for, or they do not
perceive themselves as victims, despite being exposed to extreme experiences related to the con-
flict. Therefore, in Chapter 3, we propose an unsupervised-based methodology to accomplish
this aim. We use clustering techniques to group subjects and assess whether these groupings
are related to violence. If these relationships are found, information extracted from the clusters
determines which features are most relevant for creating the groups. We propose this features
as markers.

To test our approach, we used a database with a sample of civilian population with different
levels of exposure to the armed conflict. Volunteers were evaluated through more than 500 eco-
nomic, psychological, academic, and nutritional features, among other aspects. The evaluated
features have mixed-type responses (numerical, categorical, and dichotomous, among others).
For this study, there are records of more than 9,000 volunteers from rural and urban regions of
Antioquia (Colombia). The database has missing data, a common issue with a high volume of
subjects and variables. Although this topic has been accounted for, it still needs a proper guide-
line to follow [20, 21, 22]. Additionally, around 300 subjects have a direct measure of the level
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Chapter 1. Introduction

of exposure to the conflict, which makes it an ill-conditioned sample due to the large number of
variables in the database. The database is presented in Chapter 2, and our approach to account
for missing values is presented in Chapter 4.

We expect that the unsupervised-based methodology proposed in Chapter 3 and tested in
Chapter 5 will contribute to the social field by finding markers from features extracted from
mixed-type response databases with missing data. Moreover, by applying our methodology to
the databases mentioned above, we expect to provide additional information about the conse-
quences of the Colombian armed conflict in the civilian population, with the main achievement
of using solely easy-to-obtain surveyed information (e.g., the same questionnaires are surveyed
to every new student of the University that recorded the larger database). With this information,
experts in public health areas will have additional tools to develop social-cognitive training to
prevent physical and mental health outcomes in the civilian population.

In summary, in this research, we seek to find markers of effects on the physical and men-
tal health of people exposed to different levels of exposure. Two technical challenges with the
databases were resolved before applying the machine learning approaches: a) The complexity of
working with mixed response types of data and b) the missing data problem. Then, we propose
a methodology to provide health markers of exposure to violence using unsupervised learn-
ing. The selected markers with the proposed methodology were validated through supervised
machine learning techniques in Chapter 5.

1.1 Objectives

1.1.1 General

Propose a machine-learning-based methodology to identify markers of health outcomes due
to exposure to the Colombian armed conflict in civilian population using databases with mixed-
and missing data.

1.1.2 Specific

O1. Define a technique for treating large amounts of missing data in mixed-response type databases.

O2. Propose an unsupervised methodology for selecting variables from an ill-dimensioned mixed-
response type database which relate with a direct measure of exposure to conflict.

O3. Propose an unsupervised methodology for selecting variables from a large mixed-response
type database with missing data which relate with indirect exposure to conflict.

O4. Validate if the selected features are adequate health markers by creating a predictor of ex-
posure to armed conflict.

9



1.2 Outline

1.2 Outline

This work is organized as follows:
Chapter 2 presents the database used in this work, describing each of the aspects, tests, and

criteria for participation in this process. Additionally, we show how the data was divided for
each analysis and our reasoning for the partitioning.

Chapter 3 presents the proposed methodology to identify the most relevant features in the
database and the results obtained with a population with direct measurements of exposure lev-
els.

In Chapter 4, the database with missing data is confronted, and an analysis of the possible
techniques that can be used with this type of database is carried out. Additionally, the proposed
methodology is used to determine the technique to be implemented in the next chapter.

In Chapter 5, the proposed methodology is tested with the complete database (without miss-
ing values), where exposure to conflict is measured indirectly. We present a comparison between
the results obtained in chapter Chapter 3 and the ones obtained here, analyzed from both the
mathematical and the application points of view, with input from experts in psychology. Ad-
ditionally, the markers found above are tested with a supervised technique (Artificial Neural
Network) to assess their ability to relate to the level of conflict exposure.

Finally, in Chapter 6 the conclusions and future work are presented.

1.3 Contribution of the research work

The main contributions of this work are:

• A methodology to identify relevant mental and physical health markers based on unsu-
pervised techniques, which was tested in databases with a largely different number of
subjects, showing robustness in the selection technique.

• A set of markers of possible health outcomes due to exposure to conflict which were val-
idated by assembling a predictor of exposure levels with the help of supervised machine-
learning techniques. These markers result from applying the proposed methodology to a
specific problem.

This work was presented at the Second Colombian Conference on Applied and Industrial
Mathematics (MAPI 2022). It was recognized with the “Best paper presented by a professional”
award.

Finally, a product derived from this research was published in a Conference proceedings:
M. I. Cano, C. Isaza, A. Sucerquia, N. Trujillo, and J. D. López, “Markers of exposure to the

colombian armed conflict: A machine learning approach,” in Advances in Artificial Intelligence–
IBERAMIA 2022: 17th Ibero-American Conference on AI, Cartagena de Indias, Colombia, November 23–
25, 2022, Proceedings, pp. 185–195, Springer, 2023. https://doi.org/10.1007/978-3-031-22419-5_16
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Chapter 2

Materials

T HIS chapter describes the database used in the current work. We first describe the origin
of the database, highlighting the importance of the scenario used to assess the health
effects of the armed conflict. Then, each aspect in which the features are classified is

described. Finally, the data distribution to achieve the objectives of this work is discussed, and
the additional tests available to measure exposure levels are explained.

2.1 Database

The Wellbeing Unit of the University of Antioquia (www.udea.edu.co) provided us with a
database from a characterization program with which the students can access different pro-
grams of accompaniment of university life. Aspects of family, academic, emotional, physical,
and socioeconomic life are evaluated. Based on the information provided by the students, rec-
ommendations are made regarding self-care habits, practices, and a healthy lifestyle. The Unit
accompanies them in the comprehensive training process [24].

The university is located in Antioquia (Colombia), one of the departments historically most
affected by different types of violence, including the Colombian internal armed conflict, espe-
cially in rural areas [25]. The university offers the public service of higher education in the
department’s capital, Medellín, and nine rural regions. With this database, we aim to have a
representative sample to analyze the physical and mental health of a civilian population with
different levels of exposure to the Colombian armed conflict.

This database has 33,561 records of undergraduate and graduate students from different
programs surveyed between 2016 and 2020. The students belonged to all socioeconomic statuses
and were distributed along the 12 campuses. In total, there are 526 features divided into the
eleven aspects listed below:

1. Basic information: In this aspect, the personal information of each individual is consid-
ered: identification, faculty, undergraduate program, region of their campus, sex, socioe-
conomic level, address, age, and if they are victims or internal displaced person (IDP) by
violence.

11
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2.1 Database

2. health and social security: this aspect is focused on knowing if the student has a social
security health system, if they have any disabilities, and how their health is in general
terms.

3. Academic: this one inquires about whether the student has other studies (technical, tech-
nological, or professional), the reason why they chose the current academic program at
the University of Antioquia, study habits and techniques, if they consider that the current
career is what they have always wanted, among others.

4. Psychological: in this aspect, the consumption of psychoactive substances such as mari-
juana, alcohol, and cocaine, among others, and the frequency of consumption are evalu-
ated. On the other hand, it evaluates if the student considers that activities such as chatting,
surfing the internet, and gambling, among others, have affected their life in any aspect,
such as family relationships, money, or health.

Finally, the self-report questionnaire (SRQ) is surveyed in this aspect. The SRQ is a 22-
question test that assesses the possibility of affective-type mental illness (depressive disor-
ders or anxiety disorders) and psychotic disorders. Based on student responses, alerts for
possible clinical indicators can be generated.

5. Socioeconomic: the housing conditions, the source of economic income, and the economic
responsibilities in the family are evaluated. If they have any incentive inside or outside
the university, such as being a teacher assistant or a researcher, or if they have govern-
ment or private scholarships. Additionally, the family’s monthly income and expenses are
evaluated.

6. Socio-familiar: here, information about relatives is collected. Family dynamics are also
evaluated, that is, if they consider them as support in decision-making-related aspects, if
they speak, and if they are satisfied with the help received.

7. Work: in this aspect, it is inquired whether the student currently works, if this work is
related to what they study, and what facilities they have to study and work.

8. Sexuality and affectivity: in this category, aspects related to sexuality are evaluated: if
they know of contraceptive methods, sexually transmitted diseases, and which are their
feelings related to affectivity and interpersonal relationships.

9. Nutrition: here is inquired about eating habits, such as how much food they eat per day,
what kind of food they eat more or less frequently, how they feel about their body weight,
and if they have used any techniques to lose weight.

10. Sport, recreation and culture: in this area, the artistic, physical, and cultural activities
they practice are evaluated, and if they carry out group activities or which activities they
usually carry out more frequently in their free time.

12



Chapter 2. Materials

11. Physical evaluation: it consists of an evaluation of the body composition of the volunteers
and some physical abilities. For this, measurements such as weight, height, blood pressure,
and the measurement of abdominal folds, biceps, and thighs are taken. Additionally, a
physical test is carried out that consists of taking the time it takes the volunteers to run
1.5 miles and later taking measurements of heart rate, oxygen consumption, and physical
capacity. Finally, some questions are asked about whether the person is a smoker, suffers
from diabetes, and how the frame of mind has been in recent days. Only 9,467 volunteers
completed this evaluation.

The first ten aspects were obtained through a virtual survey via the university platform. The
last aspect (the physical evaluation) required professionals to take the records in person and
perform the necessary tests to collect said information. Table 2.1 shows the number of features
by aspect.

Table 2.1: Number of features by aspect

Aspect Number of features
Basic information 18
Health and social security 10
Academic 61
Psychological 82
Socioeconomic 36
Socio-familiar 61
Work 8
Sexuality and affectivity 30
Nutrition 40
Sport, recreation and culture 57
Physical evaluation 32
Risks 91

The 526 features (divided in the 11 categories) have different response types: i) numerically,
such as anthropometric measurements, number of family members, and times of consumption
of some substance. ii) Categorical, such as places of residence, academic program, housing
types, employment, income ranges, economic expenses, and alerts from the SRQ questionnaire.
iii) Dichotomous (yes/no) questions such as those about activities that affect daily life, inter-
family relationships, study habits, or the SRQ questionnaire. iv) On the Likert scale, questions
about the frequency of performing certain activities, frequency in the consumption of certain
foods, and evaluation of the frame of mind, among others. Finally, v) Open responses where the
subject can specify data or personal information.

2.2 Sampled databases

Below, we describe how the students were distributed to form two databases: the first one
with a large number of subjects but without direct measurement of the level of exposure to

13



2.2.1 Database 1

violence, and the second one with a considerably smaller number of subjects but with additional
tests which directly measure the level of exposure.

2.2.1 Database 1

This database consists of the students who took both the virtual and the physical assess-
ments. In total, the sample consisted of 9,467 subjects (5,239 females, 4,230 males) whose ages
ranged from 15 to 63 years (mean=19.33, standard deviation(SD)=3.75). Of the subjects, 990 were
considered victims of the armed conflict, and 1,012 were IDP due to the armed conflict. These
were undergraduate students only. This database was used in Chapter 5. However, some vari-
ables had missing data, which was treated with and resolved in detail in Chapter 4, resulting
in 515 features and the same number of initial subjects (9,467). This database was completely
anonymized, removing personal information such as names, emails, phone numbers, and ad-
dresses.

2.2.2 Database 2

This second database is a subset of the Database 1. It consisted of 346 subjects who completed
two additional tests and the evaluation of the first ten aspects of the Wellbeing Unit database.
This thesis was supported by the research project "Allostatic stress as a biomarker in predicting men-
tal and cardiometabolic health outcomes in Colombian geographic regions affected by the armed conflict"
funded by the Colombian Ministry of Science (code 111584467273). As part of this project, these
participants completed two additional psychological tests: The Extreme Experiences Scale (EX2)
and the Interpersonal Reactivity Index (IRI).

• Extreme Experiences Scale (EX2): It is an 18-question instrument aimed to identify if a
person has been highly exposed to situations of trauma, loss, or crisis due to the Colom-
bian armed conflict [7]. This scale comprises two dimensions: direct (dEX2) and indirect
(iEX2) extreme experiences, the first focused on personal physical situations and the sec-
ond through third parties with whom the person has an emotional bond, such as relatives
or friends. The response options are dichotomous (yes/no), and the result of this test is
presented as the sum of affirmative responses per item. According to its validation [7], a
person is considered to have a high level of exposure if they have a score greater than 2.5.
This test was applied between 2019 and 2021 to students from all the university campuses.
The result of this test provides a direct measure of the level of exposure to armed conflict.

• Interpersonal Reactivity Index (IRI): This test is used to assess empathy through 28 ques-
tions, allowing to measure the ability to understand others based on what is observed,
verbal information, or perspective taking. The 28 questions of this scale are equally dis-
tributed into four categories: Perspective Taking (PT), Fantasy (FS), Empathic Concern
(EC), and Personal Discomfort (PD). The first two categories evaluate cognitive processes,
while the last two measure emotional reactions [26, 27]. The way to measure this scale is
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based on Likert-type responses with five response options that range from 0 to 4 according
to the degree of affirmation that corresponds (0 represents "it does not describe me well,"
and 4 represents "it describes me very well") .

Due to the anonymization of the databases, it was not possible to know if any of the 346
subjects had completed the physical evaluation, therefore, this aspect was not included for this
subset. In this database, there was one master’s student in biology; the rest were undergradu-
ates. There were 173 males and 173 females aged between 16 and 53 years (mean=21.87, SD=
4.65). Of the subjects, 237 were considered victims of the armed conflict, and 227 were IDP. This
database was used in Chapter 3.

2.3 Summary

This chapter presented the database provided by the University of Antioquia. Two samples
of the database were obtained to develop the methodology proposed in Chapter 3, to solve the
problems of missing data in Chapter 4, and to analyze the markers obtained with the proposed
methodology in both databases in Chapter 5.
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Chapter 3

Methodology

T HIS chapter presents the proposed methodology to find the markers that relate levels of
exposure to the Colombian armed conflict with aspects of daily life in the civilian pop-
ulation. The proposed methodology starts with a data preprocessing stage where we

treat the mixed data and convert it to numerical values. Then, we present the proposed method-
ology, which uses an unsupervised technique that makes it possible to indirectly find groups
that are related to violence. It also provides relevant information to detect markers of health
consequences from the armed conflict. Finally, we present the results of testing our approach
with Database 2 (presented in Chapter 2). Results are analyzed using existing conflict exposure
labels but which were not used when applying the unsupervised technique. These results were
subsequently validated in Chapter 5.

3.1 Data preprocessing

The database used in this work includes qualitative entries that must be converted to stan-
dard numerical ones to avoid biases in the classifier. The cleaning of data starts by removing
those open response entries that may contain personal information (email, address, etc.). This
step is required to protect the identity of the volunteers. Next, the yes/no responses were nu-
merically binarized with 1 or 0, respectively. Subsequently, the features on the categorical Likert
scale (for example, "it does not describe me well," "it describes me very well,") were changed to
a numeric Likert scale between 1 and 5 respectively. Additionally, new variables were created
for each categorical response, becoming dichotomous responses with values of 0 or 1 to indicate
belonging or not to a specific category. Finally, a feature scaling was performed to normalize all
the features in a range between 0 and 1:

x′i, f =
xi, f − xmin, f

xmax, f − xmin, f
, (3.1)

where x′i, f is the normalized value for subject i in the feature f , xi, f is the value to be normalized,
xmin, f is the minimum value in the range of the feature and xmax, f is the maximum value in the
same range.
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3.2 Proposed methodology

Additionally, the 91 risk features, the victim and displaced features, and the alerts generated
by the SRQ questionnaire were removed before using the quantified and normalized database.
The questions and results of the EX2 and IRI tests were also not considered. These features
would later be used to analyze the results obtained with the unsupervised technique. In to-
tal, 303 numerical variables were obtained to feed the algorithm of the methodology proposed
below.

3.2 Proposed methodology

The proposed methodology consists of the flowchart presented in Figure 3.1. The process
is iterative and begins by automatically grouping the subjects in nine partitions (from two to
ten clusters) via k-means. Then, the adequate number of clusters is selected by applying an
internal cluster index (Silhouette index[28]) to each partition. This index selects the partition
with the most (within) compacted and (between) separated clusters. The next step involves
finding the cluster center values (for each feature). Based on the measured center distances, the
most relevant features are selected, and a new iteration begins with this new reduced set.

Starting from the second iteration and once an adequate number of clusters is determined,
their correlation with conflict-related and risk features is obtained. If this correlation improves
compared to the previous iteration, the algorithm continues by pruning non-relevant features
and starting a new iteration with the reduced set. Otherwise, the process stops, and the set of
features from the previous iteration is kept. These steps are explained below.

k-means

Distance calculation
Between centers 

per feature

End

Association Clustering Number of clusters
Silhouette index

Feature selection
Inflection point

Start

Is there an
association

between cluster
and exposure?

Yes

No

clusters vs labels

Figure 3.1: Proposed methodology to find markers relating a general characterization of civilian popula-
tion with their level of exposure to the armed conflict.
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Clustering

The first step consists of grouping the Nc subjects in clusters using the k-means algorithm
[17]. Let define the objects X = {x1, x2, . . . , xNc} ∈ RN f , where each object is formed with the
N f features (or attributes) of a subject; and the clusters C = {c1, c2, . . . , cNk}, where the number
of clusters Nk is provided by the user. Our aim is to minimize the squared distance ϵk−means

between the empirical mean of each k-th cluster (represented by its center µk ∈ RN f ) and the
dimensions of its own objects X(k):

ϵk−means =
Nk

∑
k=1

N(k)
c

∑
i=1

∥x(k)i − µk∥2 (3.2)

where x(k)i is the i-th object belonging to the k-th cluster, which contains N(k)
c objects. The algo-

rithm consists of the following steps:

1. Select the parameter Nk corresponding to the number of clusters.

2. Randomly create a starting position for the centers of each cluster.

3. Compute the Euclidean distance between each object and the centers.

4. Assign each object to the closest center.

5. To minimize the error of (3.2), µk is relocated from the calculation of the average of the
objects that belong to the cluster ck.

6. Repeat the steps 3 to 5 until it stabilizes (that means, that the centers practically do not
move) or until reaching a maximum number of iterations.

To avoid local minima, several runs with different seeds should be made (we ran 500). The
algorithm records the final value of ϵk−means per run, and returns the minimum one.

We repeated this procedure for nine partitions, varying the number of clusters in step 1 from
Nk = {2, . . . , 10}.

Finding the adequate number of clusters

Once all partitions are created, the one with the number of clusters that better groups the
subjects (in terms of intra-group cohesion and inter-group separation) is validated through the
silhouette index [28]. For each partition, the average dissimilarity a ∈ RNc among all objects
from cluster ck is calculated:

a(i) =
1

N(k)
c − 1

N(k)
c −1

∑
j,j ̸=i

d
(

x(k)i , x(k)j

)
(3.3)
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where d
(

x(k)i , x(k)j

)
is the Euclidean distance between x(k)i and x(k)j . Then, the average dissim-

ilarity b ∈ RNc between the objects of ck and the ones from the nearest cluster ck̂ (k̂ ̸= k) is
calculated:

b(i) =
1

N(k̂)
c

N(k̂)
c

∑
j=1

d
(

x(k)i , x(k̂)j

)
(3.4)

With a and b, silhouette values for each subject s ∈ RNc are computed:

s(i) =
b(i)− a(i)

max (a(i), b(i))
(3.5)

each giving a score between −1 and 1. Finally, an average silhouette width per partition
is computed: S(j) = mean(s), with N(j)

k = 2, . . . , 10; and the chosen partition corresponds to
Nk = arg max(S).

Distance calculation

With the proper number of clusters Nk found, the maximum distances among all cluster
centers per feature δ ∈ RN f are computed:

δ( f ) = max
(

µ
(k)
f − µ

(k̂)
f

)
; ∀k, k̂ = 1, . . . , Nk; k ̸= k̂ (3.6)

with f = 1, . . . , N f . A graphic example is presented in Figure 3.2, where the largest distance

among centers for Feature X is δ(X) = 0.7 (between µ
(1)
x and µ

(3)
x ), while for Z is δ(Z) = 0.15. All

distances are computed from the largest center position, so all values are positive. This distance
provides information about the relevance of the feature to the differences between the clusters.
For example, in Figure 3.2, feature X is more relevant than feature Z.

Finding the most relevant features

In this step, the distances δ are arranged from largest to smallest and plotted as in Figure
3.3 (left). Then, the slope between the minimum and maximum values is calculated (see Fig-
ure 3.3 (mid)) and the graph is rotated until the slope is zero (Figure 3.3 (right)). Finally, the
new minimum value is the inflection point (red dot in Figure 3.3 (right)), features found before
that value are considered as the most relevant for the clusters (toy features X, V, and Q in this
example).

Associating clusters with levels of exposure

Starting in the second iteration and once the partition with the adequate number of clusters
is found, the correlation between the set of clusters and the features related to conflict and risks
(labels) is computed. If the correlation is higher than in the previous iteration (i.e., if the reduced
set of features behaves better), there is a chance that further reducing the number of features
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Figure 3.2: Examples of distances among cluster centers for each feature. The y-axis represents the
position of the centroid in each feature dimension. Distances for Feature X are significantly larger than

for Feature Z, indicating that X allows better differentiation of clusters than Z.
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Figure 3.3: Procedure to select the features that contribute the most to the clustering. The y-axis repre-
sents the largest distance δ found for each feature. Toy names X, V, Q, Z and N f represent the features
ordered in descending order. Left: Distances calculated with (3.6). Middle: The slope between the max-
imum and minimum distances is calculated. Right: The plot is rotated, and a new minimum is found.
In this example, the inflection point occurs in feature Q; therefore, features X, V, and Q are the more

relevant for the clustering.

would improve the results. Otherwise, the set of features from the previous iteration is kept as
the one that better differentiates the clusters in terms of levels of exposure to conflict and risks.
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3.3 Results using Database 2

3.3 Results using Database 2

Applying the proposed methodology with the Database 2 led to find 62 features as relevant
markers (a reduction of 79% from the 303 initial ones), grouping the subjects in three clusters
after just three iterations. They are listed in Table 3.1. It shows which features were more relevant
per aspect, numbering them in relevance order (1 being the most discriminant).

Table 3.1: Relevant features defined as markers with the proposed methodology using Database 2. They
are separated in the aspects to which each feature belongs, and each feature includes its relevance within

the set.

Description Description
psychological academic
1 SRQ: Do you feel sad? 43 Study habits: Do you have a quiet space to study?
2 SRQ: Do you feel bored? 46 Why did you choose the academic program? possibility of exchange to another program
3 SRQ: Do you feel tired all the time? 47 Study habits: Do you have a desk to study?
4 SRQ: Have you lost interest in things? 59 Why did you choose the academic program? professional vocation
5 SRQ: Do you feel nervous or tense? 61 Why did you choose the academic program? low cost
7 SRQ: Do you sleep poorly? 62 Study habits: Do you have a solitary space to study?
8 SRQ: Is it difficult for you to do your job? / Has your job been affected? socio-economic
11 SRQ: Is it difficult for you to enjoy your daily activities? 20 Type of home you live in: Room
12 SRQ: Do you have difficulty making decisions? 29 Type of housing: Own
14 SRQ: Have you had the idea of ending your life? 31 Type of housing: Leased
16 SRQ: Do you have frequent headaches? 44 Who do you depend on financially? Parents
17 SRQ: Have you noticed interference or something strange in your thinking? 45 Who do you depend on financially? Yourself
18 SRQ: Do you have a bad appetite? 54 What type of employment relationship do you have? independent
19 Did you use this substance in the last year? Marijuana 55 Type of housing you live in: House
22 SRQ: Are you unable to think clearly? socio-family
25 SRQ: Do you cry very often? 13 Family dynamics: Are you satisfied with the time you and your family spend together?
30 Do you consider that working has affected any aspect of your life? 24 Family dynamics: Do you discuss with each other the problems you have at home?
32 SRQ: Do you suffer from tremor in your hands? 27 Family dynamics: Are you satisfied with the help you receive from your family?
33 SRQ: Do you get scared easily? 28 Family dynamics: Are important decisions made together at home?
34 SRQ: Are you unable to play a useful role in your life? 50 Do you feel that your family loves you?
35 SRQ: Do you suffer from poor digestion? 51 Have you suffered pressure from your family in making decisions?
39 Do you consider that the Internet has affected any aspect of your life? nutrition
40 Do you consider that chatting has affected any aspect of your life? 6 On most days of the week, do you have a snack between lunch and dinner?
48 Do you consider that online games have affected any aspect of your life? 15 On most days of the week, do you have set times for your meals?
49 SRQ: Do you feel that someone has tried to hurt you? 21 On most days of the week, do you eat snacks between breakfast and lunch?
52 Do you consider that social networks have affected any aspect of your life? 23 Are you currently using any strategy to keep from gaining or losing weight?
58 Do you consider that sex has affected any aspect of your life? 36 On most days of the week, how much fruit do you consume?
academic 38 In a typical week, how many days do you eat fish?
9 Study habits: Do you have a chair to study? 57 In a typical week, how many days of the week do you consume legumes?
10 Study habits: Do you have a desk to study? others*
26 Study habits: is the place where you study illuminated? 53 In general terms, how do you think your health is?
37 Have you thought about quitting school? 56 do you have social security?
41 Study habits: Do you have time to study? 60 sex: female or male
42 Study habits: Do you have a smartphone to study?
*Others refers to health, social safety, and basic information

The features that contributed the most to the separation of the groups were: psychological
aspects (specially the SRQ scale), followed by academic, and socio-economic features. From the
22 SRQ features, the 20 selected (see Table 3.1) are focused on depression and anxiety disorders.
To a lesser extent, relevant aspects related to socio-family, nutrition, health and social safety, and
basic information (see Table 3.2 for details). In past studies, demographic factors, age, sex, and
education have been used for traditional analyses in populations related to the armed conflict
[8, 29, 9]. However, our methodology uses the data to find natural clusters that in turn may be
related to exposure to conflict, so that other useful aspects not considered before can be included.

Fig. 3.4 (left panel) shows the distances of the final set of features. This information was
used to define the relevance list of Table 3.1 and allows the users to quantify this relevance, i.e.,
these distances provide traceability in post-hoc studies, where psychologist might orient their
intervention by focus in cognitive and conduct trainings in specific aspects.

The clustering identified representative groups associated with exposure to conflict and risks.
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Table 3.2: Number of features by aspect found with the proposed methodology using the database 2

Aspect Number of features
Psychological 27
Academic 12
Socioeconomic 7
Socio-familiar 6
Nutrition 7
Health and social security 2
Basic information 1

Cluster 1 Cluster 2 Cluster 3

High exposure Victim Displaced SRQ alert

100 

75 

50 

25 

0 

Figures in percentage(%)

Figure 3.4: Left: Maximum distance δ of each of the final 62 selected features. This chart provides the
relative relevance among features. Right: Percentage of subjects in each cluster that present high exposure,
consider themselves as victims of the conflict, are IDP, or presented high SQR alert. These charts provides
the profiles later used by psychologists to define new alerts and provide cognitive and conduct trainings.

Fig. 3.4 (right panel) shows that Clusters 1 and 2 included a higher percentage of subjects with
those features more directly related to the conflict (e.g. “high exposure” from the EX2) and men-
tal health risks (e.g. SRQ results). The results of the IRI test did not show any differentiation
between the groups, the scores in each cluster were similar for the four categories (TP, FS, EC
and PD) and for the three clusters. Consequently, they were not conclusive for the analysis of the
levels of exposure to the conflict. Therefore, it was not used in the current and future analyses.
Note how the SQR based alert was highly associated to Cluster 2. This coincides with the top
features shown in Table 3.1.

3.4 Conclusions

We proposed a methodology for finding relevant features that better relate to conflict-related
and risk variables extracted from a characterization database with mixed personal information
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(demographic, socioeconomic, psychological, among others). For this, we used k-means, which
provides information of interest in quantitative values of the features in the feature space. It
provided relevant information on the weight of each variable in the grouping (a future work
could include other clustering techniques such as k-prototypes or hierarchical clustering). The
selected features were chosen with a novel pipeline based on distance from the cluster centers,
which resulted in a set of 62 markers from the initial set of 303 features, with a high relevance
of the mental health SRQ scale. This latter relation has been used in the literature but not tested
before in the Colombian armed conflict context.

3.5 Summary

In this chapter, We proposed a clustering-based methodology to find markers related to ex-
posure to conflict. It was tested in Database 2. In the next chapter, this methodology will be used
to deal with the problem of missing data in Database 1. Then, in Chapter 5, these results will be
compared with those obtained with each of the databases to verify if the results obtained agree,
are stable, and conclusive.
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Chapter 4

Missing data

M ISSING data is common in databases, especially those of high volume [30]. Database 1
presented in Chapter 2 has some missing values (MVs) that will make it challeng-
ing to apply the methodology proposed in Chapter 3. Therefore, filling in the

empty data or removing subjects/variables from the database is necessary. There are three rea-
sons for having MVs:

• Unwillingness of volunteers in certain measures (such as running 1.5 miles before to mea-
sure heart rate, oxygen consumption, and physical capacity).

• Transcription errors in the physical test, generating inconsistent values (TYPOs).

• Loss of information during the database saving process.

Missing data can be categorized depending on mechanisms, the first being the Missing Com-
pletely At Random (MCAR) mechanism, where the MVs are entirely unrelated to the data itself.
That is, it is independent of the observed or missing data. In this case, the probability of an MV
in a feature is random. The second is the Missing At Random (MAR) mechanism, where the
probability of a MV item depends on the observed data; i.e., the probability that a data sample
is missing from a feature may depend on values in another feature in the dataset. Finally, in
the Missing Not At Random (MNAR) mechanism, the missing can depend on both observed
features and missing data [21]. Missing values in this database were determined to be random.
This suggests that applying imputation techniques is better to avoid biases [31].

Missing data can be treated by discarding or imputation. Discarding consists of eliminating
the records that contain MVs, while imputation seeks to estimate the value of the MV using the
information from the neighboring recordings or the information present in other features of the
data set [32, 33]. As for discarding, there are three main ways to do it:

• Complete-case analysis (Listwise Deletion): This method is the simplest and eliminates all
the data records with at least one MV. The disadvantage of this method is that it will also
delete existing data, which could lead to significant data loss.
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• Available-Case Analysis (Pairwise deletion): Unlike the previous one, this method only
eliminates the box with the MV, keeping the information that is known. Its disadvantage
is that each feature will have different dimensions, which complicates the data processing
and makes the results difficult to interpret or not comparable.

• Dropping variables: If more than a percentage of MVs is missing for a feature, the entire
feature is dropped. In this case, no metric specifically indicates from what value a feature
should be eliminated or not. It depends on the application, the expert handling the data,
or a specific condition. Thresholds between 10% and 50% of MVs are generally used [31].

There is the option of imputing the missing values to avoid a significant data loss, that is,
generating the unknown data from the available one. In this field, many techniques could apply,
but choosing one still will depend on the analyst’s expertise, the types of data, etc.

In a 2020 review [31], the authors examined 111 journal papers published between 2006
and 2017, analyzing different techniques in various databases. Two large groups of techniques
were distinguished, statistical techniques such as mean/mode, expectation maximization, least
squares, Markov chain Monte Carlo, among others; and on the other hand, machine learning
techniques such as decision trees, k-nearest neighbors, clustering, or random forest (to men-
tion the most popular). More recent works [34, 35, 36, 37] evidence that there is still no single
guideline for making imputations.

Based on these studies, we selected seven of the most commonly used techniques to deter-
mine the appropriate amount of data to impute in Database 1 and which technique provides
better imputation results at the established threshold. It is worth noting that most studies an-
alyzing missing data used small databases, except for a few that used sensor data and could
achieve a high number of samples but a low number of features. It differs from Database 1 of
this work, as we have hundreds of features of different aspects.

4.1 Materials and methods

4.1.1 Database

Database 1 was presented in Chapter 2. It has a sample of 9,467 subjects and 526 features. Of
those features, 43 present MVs, where 21 are categorical, and 22 are continuous. Separated by
aspects, 20 correspond to the physical evaluation, 17 to socioeconomic, 2 to sexuality, and one to
academic, risk, family, and social security aspects. Additionally, the amount of MV is different
in all features. Figure 4.1 presents a stacked bar chart by aspect, where each color represents a
feature with MVs, and the horizontal axis represents the number of MVs. These vary between
7,861 MVs (corresponding to 83.04% of MVs for a feature) and 23 (0.24%).

In case of missing data per row, i.e., per subject, the number of missing features per subject
is shown in Figure 4.2. Only 650 subjects had the complete information, and the remaining
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Figure 4.1: Amount of missing data by feature and by aspect, where each color represents a feature with
missing values.

subjects had between 1 and 24 MVs. In this case, it was not necessary to eliminate by list since
the subjects had less than 5% of missing data for each case.
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Figure 4.2: Amount of missing data per subject.

4.1.2 Methodology

We aim to prepare Database 1 to apply the methodology proposed in Chapter 3. The pro-
posed solution to the problem of MVs is worked in a mixed way, that is, making imputations
and elimination. Removals are made based on the amount of missing data a feature has. To do
this, we must determine how much missing data to accept per feature. This is done by evaluat-
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ing different thresholds to determine when to eliminate a feature. The missing data is imputed
if the feature does not exceed the threshold.

To evaluate the results of imputation when a certain threshold is applied, databases are sim-
ulated with the subjects who have the complete information (pseudo database). Then, MVs are
generated using an utterly random mechanism in proportion to the number of MVs in each fea-
ture in Database 1. For example, if a feature has no MVs, no MV is generated for that feature. If
another feature originally had 30% of the missing data, MVs will be randomly generated at 30%
in the pseudo database. By applying different missing data acceptance thresholds, features will
be eliminated. In turn, the number of subjects with complete information will increase to create
the subsequent pseudo-database and its evaluation.

Six thresholds are set: No threshold, 50%, 40%, 30%, 20%, and 10%. These thresholds are
interpreted as “if a feature has this percentage of missing data; then it will be removed and not
considered for imputation”. At the first threshold (no threshold), all features are accepted no
matter how much missing data it has. Thus, when creating the first pseudo-database (DB1), all
subjects with some missing data are removed, leaving only those with complete information (i.e.,
without removing features, 650 subjects in all database have complete information). Next, the
next threshold (50%) is applied, eliminating all features with more than 50% missing data. Once
these features are eliminated, the second database (DB2) is created with subjects with complete
information (i.e., after remove features with more than 50% MV, a total of 2225 subjects provided
complete information). This process is repeated for the other thresholds. The information from
each pseudo database is shown in Table 4.1.

Table 4.1: Pseudo databases to apply imputation techniques.

Database Number of subjects Number of features
DB1 (No threshold) 650 526
DB2 (50% threshold) 2225 525
DB3 (40% threshold) 2914 522
DB4 (30% threshold) 3294 521
DB5 (20% threshold) 4332 520
DB6 (10% threshold) 6350 515

With the generated pseudo databases, we simulated the MV amount for the corresponding
features using the completely at-random mechanism (MCAR). Then, we applied the different
imputation methods for each one, repeating this process three times with enough information
for further analysis. The imputation results obtained are shown as the error percentage when
comparing the pseudo and imputed databases.

Then, the imputation of MVs is carried out using seven methods selected from the literature,
considering both statistical and machine learning techniques. These imputation techniques were
applied using Python 3.8.3 and its libraries:

1. Mean and mode: simplest scenario, using the mean obtained with all the available data
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for each numeric feature with MVs. For categorical features, the most frequent value for
each feature is used, i.e., the mode excluding incomplete cases.

2. Median and mode: the middle number in a set of numbers ordered by value size. For
categorical values, the mode is used again.

3. Expectation maximization (EM): The EM algorithm is a general-purpose iterative algo-
rithm for finding maximum likelihood estimates in parametric models for incomplete data.
This algorithm consists of two steps: expectation (E) and maximization (M). The steps to
execute this algorithm are as follows (for more technical information, see [38]):

(a) Choose a seed from the available data.

(b) Expectation step (E): compute the objective function, which is, in the case of the miss-
ing data problem, equal to the expected value of the log-likelihood of the observed
data, given the observed data and the current parameters.

(c) Maximization step (M): determine the parameter vector maximizing the log-likelihood
of the imputed data (or the imputed log-likelihood).

(d) Iterate steps 2 and 3 until convergence, i.e., parameter estimate does not change over
a tolerance between iterations.

4. Markov chain Monte Carlo (MCMC): generates pseudorandom samples from probabil-
ity distributions through Markov chains. MCMC employs repeated random sampling to
exploit the law of large numbers. The samples are generated by running a Markov chain,
which is created so that its stationary distribution follows the input function, for which a
proposal distribution is used. A full review can be found at [39].

5. Clustering: To use this technique in imputing MVs, the data with all features are grouped
into a set of objects with similar characteristics, identifying the center (or centroid) of each
group, which is the average of the values of the objects that belong to the same group. For
each subject that has an MV, the cluster to which it belongs is estimated without regard to
the MV. Then, the missing value is imputed using the closest cluster information. (technical
details can be found in [40]).

6. k Nearest Neighbor (kNN): with the kNN method, the missing values of an observation
are imputed based on the number of instances (k) in a dataset with similar information. It
uses a distance measure d, corresponding to the Euclidean distance between two instances
xi and xj:

d
(
xi, xj

)
=

√√√√ N f

∑
h=1

(
xih − xjh

)2 (4.1)

where N f is the number of features. The mutually observed features are used to calculate
the distance between observations [41].
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4.1.3 Statistical analysis

The imputation technique can be described as follows:

• For each observation, the distance function d is applied to find the k nearest neighbor
vectors within the training data set.

• The missing features are imputed by the average of the features corresponding to
those nearest neighbors.

This technique has some issues regarding the multiple options that can be presented, such
as the distance function (we used the Euclidean distance) and the choice of k. In this case,
cross-validation was used to determine the best value of k for each case [42].

7. Random forests (RF): The basis of RF is decision trees, a non-parametric learning method
for classification and regression that seeks to find the best partition to divide the data into
data subsets. These divisions are made from questions (the decision nodes of the tree) that
allow dividing the data until reaching a final decision. Random forest models comprise
a set of individual decision trees, each trained on a slightly different data sample. This
allows a prediction to be obtained from the predictions of all the individual trees (for more
information, see [43]).

Finally, the imputation results are assessed by directly evaluating the difference between the
original value in the pseudo-database and the estimated or predicted value in the simulated in-
complete database. The Mean Absolute Percentage Error (MAPE) was used for the imputations
of continuous values:

MAPE =
100
n

n

∑
i=1

∣∣∣∣ xi − x̂i

xi

∣∣∣∣ (4.2)

while for categorical values, discrete attributes and their scoring are performed with the per-
centage of incorrect predictions obtained as follows:

Percentage of incorrect predictions = 100 × number of incorrect predictions
total number of predictions

(4.3)

Finally, the imputation error will be taken as the average between the MAPE and the per-
centage of incorrect predictions. Based on the results of each imputation method applied to the
proposed thresholds, we will determine which is most appropriate for this database. This makes
it possible to define the features to be eliminated and the imputation method that gives the best
results. This procedure is summarized in Figure 4.3.

4.1.3 Statistical analysis

A two-way ANOVA is performed to determine if the feature acceptance threshold and the
imputation method significantly affect the imputation error. Three observations are made for
each case (for each method and each threshold). This procedure is performed using R software,
and the effects are reported as significant at p < 0.05.
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Chapter 4. Missing data
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Figure 4.3: Summary of the proposed methodology.

4.2 Results

Table 4.2 shows the descriptive statistics of the results of the proposed methodology. Re-
garding execution times, almost all techniques produced results in a few seconds in a personal
computer (all less than 2 seconds), except for the Random Forest technique, which took a few
minutes depending on the size of the database, and Clustering, which took about 10 seconds.

These results evidence that the kNN technique should be discarded due to its low perfor-
mance. Henceforth, this imputation technique was excluded from subsequent analyses. The
results of the imputation method (excluding kNN) and the threshold vs. the error are shown
in Figure 4.4. A two-way ANOVA was performed to determine if the choice of threshold and
imputation technique resulted in differences in imputation errors. The results are presented in
Table 4.3.

The results in Table 4.3 show that the threshold used affects the imputation error and that
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4.2 Results

Table 4.2: Descriptive statistics for the imputation results in terms of the error.

mean/mode
M ± SD [%]

median/mode
M ± SD [%]

kNN
M ± SD [%]

clustering
M ± SD [%]

EM
M ± SD [%]

RF
M ± SD [%]

MCMC
M ± SD [%]

No threshold 3.949 ± 0.000 4.499 ± 0.000 12.688 ± 2.980 4.585 ± 1.287 4.952 ± 1.225 4.692 ± 2.153 3.811 ± 2.206
50% threshold 4.529± 0.000 5.815 ± 0.000 13.355 ± 2.919 4.537 ± 2.049 4.703 ± 1.676 4.804 ± 1.908 4.942 ± 1.583
40% threshold 3.015 ± 0.000 3.268 ± 0.000 12.440 ± 1.956 4.198 ± 2.230 3.299 ± 2.123 0.872 ± 2.100 1.353 ± 2.053
30% threshold 0.981 ± 0.000 2.195 ± 0.000 12.441 ± 2.919 1.058 ± 2.061 1.307 ± 1.990 1.096 ± 2.163 2.390 ± 1.920
20% threshold 2.179 ± 0.000 1.015 ± 0.000 12.075 ± 1.755 1.069 ± 1.942 2.145 ± 2.494 0.524 ± 1.051 2.173 ± 1.517
10% threshold 1.015 ± 0.000 1.329 ± 0.000 13.155 ± 2.918 1.069 ± 1.942 2.145 ± 2.494 0.246 ± 2.106 2.133 ± 2.179

Figure 4.4: Box plot for imputation method vs. error (left) and threshold vs. error (right).

Table 4.3: Two-way ANOVA results for imputation error.

Type III Sum
of Squares

df Mean Square F p

Intercept 945.744 1 945.744 483.455 <0.001
Method 3.978 5 0.796 0.407 0.843
Threshold 221.798 5 44.360 22.676 <0.001
Method*Threshold 47.528 25 1.901 0.972 0.513
Error 140.848 72 1.956
Total 1359.896 108

significant differences exist in the thresholds chosen. However, the imputation method does not
have a statistically significant effect on the error.

Figure 4.4(right) shows that, regardless of the method, the 10% threshold is the one that
gives the best results in terms of imputation error. When analyzing the results of each method
at this threshold, even though RF presented the smallest errors, the execution time compared
to the other methods ,excludes it as the best option. Although all the techniques presented low
percentages of errors at this threshold, those that offer the smallest errors could be considered,
which could be mean/mode and clustering for this database. As mentioned, the clustering
technique took a longer execution time than the mean and mode. Additionally, it required the
evaluation of an additional parameter to select the number of clusters that best grouped the sub-
jects. Therefore, we decided to use a threshold of 10% and to impute using the mean/mode for
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Chapter 4. Missing data

Database 1. Thus, eleven features were eliminated (described in Table 4.4), leaving 515 features
available. The number of samples remained the same (9,467).

Table 4.4: Dropped features.

Feature Aspect Data type
Academic grade point average academic continuous
Heart rate physical evaluation continuous
Time them takes to go 1.5 miles physical evaluation continuous
Pulse physical evaluation continuous
Oxygen consumption calculated from the physical test physical evaluation continuous
Risk related to the level of physical activity physical evaluation categorical
Total monthly expenses socioeconomic categorical
College tuition Expenses socioeconomic categorical
Monthly education expenses socioeconomic categorical
Total economic income socioeconomic categorical
Vascular age calculated from indirect variables physical evaluation continuous

4.3 Discussion and conclusion

The information provided in Figure 4.1 shows that the highest missing data occurred in the
physical assessment, where more than half of the features had missing data (between 0.24% and
46%). However, given that this information was not available in Database 2, it was relevant
to use the maximum available data from this aspect to determine whether the consequences
of exposure to extreme experiences were associated with physical health. The academic aspect
presented a single feature with MVs, but 83% of the data was lost, so it had to be discarded. The
MVs in the other features are lower or present in as many features.

For the amount of missing data per row (i.e., per subject) in Database 1, we found that more
than 90% of the subjects had at least one MV, resulting in only 650 subjects having complete
information. However, with a high number of performances (initially 526), the number of MVs
per feature is relatively low (4.75% in the worst case). This value is superficial and allowed us
to define that it is not necessary to eliminate any subject due to this problem, obtaining a final
database with a sample of 9,467 as initially presented in Chapter 2.

The artificially generated databases made it possible to evaluate the performance of MVs at
different acceptance levels. It was noteworthy that with a higher threshold, more subjects would
have complete information, and the sample for the pseudo-DB would be higher. This allowed
more information to be used in the imputations and a smaller amount of data to be imputed.
The statistical differences were assessed with the ANOVA results in Table 4.3, where significant
differences were found in the threshold applied but not in the imputation method to be applied.

K-Nearest Neighbors (kNN) had the worst performance at the time of imputation, where the
technique proved unstable and had low predictive power for this particular database. According
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4.4 Summary

to [42], kNN usually works better when the number of features is small, which was not the case
for us.

This leads to two conclusions: i) accepting features with an MV percentage of less than 10%
reduces the imputation error. Applying this to Database 1, if a feature has about 900 or more
MVs, it could be dropped instead of trying to impute it; and ii) the imputation techniques pro-
vided excellent approximations for imputing missing data. The kNN technique was the least
successful of all. The RF technique was computationally expensive. The clustering technique re-
quired evaluating the best number of clusters at each time, making its processing require more
computational resources but still acceptable. Finally, applying the mean and mode technique to
perform the imputations was the option chosen for the next chapter.

4.4 Summary

This chapter introduces the problem of missing data in Database 1. We implemented a
methodology to estimate the most appropriate threshold to accept features with MVs. We found
that the imputation shows homogeneous results with the different methodologies applied. This
gives us confidence that the imputed Database 1 is stable and that the imputation does not affect
the reliability of its use. In the next chapter, the imputed Database 1 will be used to apply the
feature selection method proposed in Chapter 3. But this time with larger population size. The
results will be compared with those obtained with Database 2.
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Chapter 5

Case study

C HAPTER 3 presented a methodology that proposes identifying markers of the conse-
quences of exposure to conflict using a database of 346 subjects (Database 2) with a
direct measure of exposure (the EX2 test). Sixty-two markers were found to be asso-

ciated with exposure to conflict, with a strong relationship between this measure of exposure
and the results of the SRQ questionnaire. In Chapter 4, we dealt with the missing data problems
in Database 1, eliminating variables with large amounts of missing data and imputing the other
incomplete data. The database showed to be robust to MVs.

In this chapter, the methodology proposed in Chapter 3 is tested with Database 1 to identify
markers from a larger sample. This database has an aspect that Database 2 misses: physical fea-
tures, such as anthropometric measurements, and records of biological variables, such as pulse
and pressure, among others. We finish this chapter by implementing a supervised technique us-
ing the EX2 test as a label to determine whether the features are relevant as markers of exposure
to conflict and, in turn, to create a predictor of exposure levels.

5.1 Procedure

The methodology proposed in Chapter 3 is applied here, in this case using Database 1 after
the imputation/elimination method defined in Chapter 4. Initially, the database had a total of
515 categorical and continuous variables. We first removed the open-response variables, then
the categorical variables were quantified, and finally, the values were normalized between 0 and
1, as described in Section 3.1. A total of 324 numerical features resulted from the preprocessing
stage. Next, the algorithm includes these features using the proposed methodology for marker
identification. The results obtained here will be analyzed in contrast to those found in Chapter
3 (Table 3.1).

Finally, since the EX2 test is a direct measure of exposure to extreme experiences in conflict-
related contexts, it would be desirable to determine the capabilities of the selected feature set
to estimate high conflict exposure without including the EX2 test. For this purpose, we created
an artificial neural network (ANN) using the found markers with the proposed methodology as
the input layer, and the high or low exposure classification of the EX2 test as the output layer.
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5.2 Results

The ANN consists of a feed-forward network with four hidden layers, each with the same
number of neurons (corresponding to the number of markers). A random 80/20 partition was
used for training and testing. The activation function for the hidden layers was a symmetric
sigmoid transfer function, and a descending gradient with an adaptive learning rate was used.
A 5-fold cross-validation was performed to avoid generalization problems. The choice of these
parameters depended on generalization tests to avoid overfitting in network training [14]. See
[44] for a deeper insight into these algorithms.

The results were analyzed using the subjects from Database 2 since they were the ones who
had taken the EX2 test. With this aim, we first balanced the classes, leaving 120 samples per class
and a total population of 240 subjects. The procedure was implemented for two cases, first using
the 62 markers found in Chapter 3 as input variables (Table 3.1). The second was implemented
using the markers obtained using the Database 1 in this chapter.

5.2 Results

The proposed methodology using Database 1 showed 60 variables as relevant markers or
indicators of health consequences due to exposure to conflict. The selected features are shown
in Table 5.1, grouped by aspects and numbered in order of relevance, with 1 being the most
discriminating. These results represent a reduction of 81.48% of the initial number of possible
indicators. The number of markers per aspect is shown in Table 5.2.

Table 5.1: Relevant features defined as markers with the proposed methodology using Database 1. They
are separated in the aspects to which each feature belongs, and each feature includes its relevance within

the set.

Description Description
psychological academic
1 SRQ: Do you feel bored? 42 Do you have internet to study?
4 SRQ: Have you lost interest in things? 50 Study habits: Do you usually study alone?
5 SRQ: Do you feel sad? 53 Study habits: Do you have a desktop computer?
6 SRQ: Do you feel nervous or tense? 54 Study habits: Do you usually read texts?
7 SRQ: Do you sleep poorly? 57 Study habits: do you have a laptop?
8 SRQ: Do you have difficulty making decisions? 58 Study habits: Do you usually study at night?
9 SRQ: Do you feel tired all the time? nutrition
10 SRQ: Is it difficult for you to enjoy your daily activities? 16 On most days of the week, do you have set times for your meals?
12 SRQ: Have you noticed interference or something strange in your thinking? 20 On most days of the week, do you have a snack between lunch and dinner?
13 Do you consider that the Internet has affected any aspect of your life? 24 On most days of the week, do you eat snacks between breakfast and lunch?
14 Do you consider that social networks have affected any aspect of your life? 32 How do you currently feel with your body weight? Normal
15 SRQ: Have you had the idea of ending your life? 35 In a typical week, how often do you eliminate any of the three main meals (breakfast, lunch and dinner) of the day?
17 SRQ: Do you have frequent headaches? 44 In a typical week, how many days of the week do you consume nuts and seeds?
19 Do you consider that chatting has affected any aspect of your life? 47 On most days of the week (4 days or more), how many vegetable salads do you eat?
21 SRQ: Do you have a bad appetite? 55 In a typical week, how many days of the week do you consume avocado or olive oil?
22 SRQ: Do you cry very often? 56 On most days of the week, how much fruit do you consume?
23 SRQ: Are you unable to think clearly? 60 In a typical week, how many days of the week do you consume legumes?
25 SRQ: Is it diffcult for you to do your job? / Has your job been affected? Sports, recreation and culture
27 SRQ: Do you get scared easily? 33 Do you participate in groups or activities that are related to group sports?
29 SRQ: Do you feel that someone has tried to hurt you? 40 Of the physical activity you do the most, how often do you do it weekly?
36 Have you suffered pressure in decisions related to love and sexuality? 45 Do you go to the cinema in your spare time?
37 SRQ: Do you suffer from poor digestion? 48 do you go to the gym?
38 SRQ: Are you unable to play a useful role in your life? socio-family
46 Do you consider that using headphones has affected any aspect of your life? 26 Are you satisfied with the time you and your family spend together?
52 SRQ: Do you suffer from tremor in your hands? 31 Are important decisions made together in the house?
academic 59 Are you satisfied with the help you receive from your family when you have problems?
2 Study habits: Do you have a desk to study? health and social security
3 Study habits: Do you have a chair to study? 39 In general terms, how do you think your health is?
11 Study habits: Do you have a quiet space to study? 43 Do you have social security?
18 Study habits: is the place where you study illuminated? 49 Have you visited the dentist in the last year?
28 Study habits: Do you have a habit of taking time to study? socioeconomic
30 Study habits: Do you have a smartphone to study? 34 monthly family income
41 Is the university degree you are doing the one you have always wanted? 51 Type of housing: Own

The clustering technique divided the subjects into three different sets. The psychological as-
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Chapter 5. Case study

Table 5.2: Number of features by aspect.

Aspect Number of features
Psychological 25
Academic 13
Nutrition 10
Sport, recreation and culture 4
Socio-familiar 3
Health and social security 3
Socioeconomic 2

pect is the one that contributes most to the separation of the groups, with 25 features, of which 20
correspond to the SRQ test and the remaining five to aspects of daily life that have affected their
life in the last six months (health, time, money, family, social, academic, or work relationships).

As for the groups, the 60 markers found are distributed as follows: The first group has 2,459
subjects, the second has 3,617, and the third has 3,391 subjects. These groups have a specific pro-
file that is related to the selected variables. In the first group, which we will call Cluster 1, about
50% of the students have an alert in the SRQ questionnaire, while in the other two groups, less
than 1% present an alert in this questionnaire. In addition, Cluster 1 also showed a higher per-
centage of members with affirmative answers to questions with negative aspects (for example,
do you feel bored, sad, or tired?).

Additionally, we found that Cluster 1 has the highest number of warnings (i.e., risk variables)
for psychological and academic risks, among others. In the next group (Cluster 2), the variables
related to positive aspects, such as the consumption of certain foods, study habits, and sports,
have a higher percentage of students whose answers are positive. Finally, the third group (Clus-
ter 3) does not stand out in any of these profiles, being an intermediate point between the two
previous profiles. An example is shown in Figure 5.1, where the number of subjects per group
that responded positively to some of the questions listed in Table 5.1 is shown proportionally. It
is important to emphasize that the proposed methodology found this information without any
prior labels, using only the data available in the databases.

The next stage of our validation consisted of determining the ability of the markers obtained
with both databases to predict individual exposure to conflict (using the EX2 score as a label).
An ANN was implemented to this purpose. Using the 62 markers obtained with Database 2, the
results showed a mean accuracy of 99.58% (SD=0.83) for the training stage and 75.36% (SD=0.98)
for the test stage. With the 60 variables obtained from Database 2, the results obtained showed
an accuracy of 99.33 (SD=0.37) in training and 76.08 (SD=3.08) in testing.

5.3 Discussion

The obtained results of applying the proposed methodology in Database 1 highlight the
similarities and brief differences between the results obtained with a sample of 346 volunteers
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Figure 5.1: Positive responses by group.

(Database 2) and one of more than 9,000 (Database 1). This suggests that the sample obtained
in Database 2 is a significant sample of Database 1. Additionally, the methodology proves to be
robust for selecting the markers. Below, we expand on this analysis.

In the psychological aspects, compared with the SRQ markers obtained using Database 2 (Ta-
ble 3.1), the new markers (Table 5.1) are the same, with slight variations in the order of relevance.
There are differences in the presence of some aspects that impact life, such as online games or
sex, and the use of marijuana, which is also absent this time. The academic aspects also show
high similarities with Database 2, highlighting that study habits are the ones that most differ-
entiate between the groups. In Database 1, the reasons for choosing the current university and
career were not part of the markers.

The nutritional aspects increased their presence, focusing on those related to eating habits
and the consumption of certain food groups (seeds, fruits, vegetables, and olive oil, among
others). The socio-economic and socio-family aspects were no longer as relevant for forming
groups (although they still contributed, to a lesser extent). Gender, a relevant variable in the
selection of markers in Database 2 (although in the 60th position), is not relevant in this case in
the selection of features. Finally, the initially absent aspects (sport, recreation, and culture) now
contribute with four variables related to physical activities and spending free time.

Regarding the aspect related to the physical evaluation, none of these features functioned
as marker for identifying the groups. In this case, the available physical variables did not dif-
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Chapter 5. Case study

fer between the groups, and no relationship was found with the other variables. This does not
preclude the possibility that other physical or biological measures may provide relevant infor-
mation on the health effects generated by direct or indirect exposure to situations of extreme
experience related to the armed conflict.

Looking for individual variables of interest, in this case the features “victim” and “IDP”
could not be distinguished in each group. Contrary to what is shown in Fig. 3.4(left) with
Database 2, where two groups were directly related to these variables. However, the number
of subjects who were victims or IDPs in Database 2 was proportionally higher (a ratio of 1:3 peo-
ple considered victims or IDPs) than those processed in Database 1 (a ratio of 1:10 in this case).
This does not mean that being a victim or an IDP does not have significant consequences, but
rather that maybe the imbalance of the classes does not allow this to be reflected directly.

From the point of view of the application, these markers make it possible to find a profile
of people exposed to armed conflict. They reveal aspects not usually accounted for on the field
but opened the way to different analyses. For example, the least exposed students tend to have
better eating habits than the other groups. This is an invitation to study these less common
aspects and to develop strategies to improve the quality of life of people affected by exposure to
conflict.

Finally, the validation with a supervised learning method confirms that the variables selected
by the above procedure are discriminative. Therefore, in the absence of the EX2 test (the usual
situation), the health authorities and the University Welbeing Unit can automatically generate a
highly accurate alert on the students more exposed to the conflict and make necessary interven-
tions. In addition, the correlation with other risks could help design training for this population.
This can be complemented with the groups to which each subject would belong (clusters 1, 2,
or 3) to identify a possible profile for each student. From a technical point of view, these results
show that the proposed methodology is robust and the results are reliable. This work consti-
tutes a tool for decision-making and monitoring of students for the University Wellbeing Unit of
the University of Antioquia, which receives students from low socio-economic levels and who,
due to the context of the country and the region, are more likely to be directly affected by the
violence.

5.4 Conclusions

The most relevant aspects for identifying possible health consequences from exposure to the
armed conflict were identified. Using a database with a smaller or larger number of variables did
not show many differences in the aspects included in this selection. The students were divided
into three groups with specific characteristics in both cases. As analyzed, the results found
with the larger population showed a percentage-wise improvement in the ability to estimate the
levels of exposure to the conflict. Therefore, 60 markers that allow such discrimination were
determined (Table 5.1). In addition, these markers allow distinguishing a group whose activity
is more related to negative aspects, another more related to positive aspects, and the last one
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that behaves neutrally.
This predictor can determine the exposure level for a database with more information but

without the EX2 test (for example, Database 1 or the full database of 33,561 records) if necessary.

5.5 Summary

This chapter presents a case study that finds 60 possible markers of exposure levels by apply-
ing a proposed methodology that uses unsupervised machine learning techniques. This method-
ology was initially implemented with a sample of 346 subjects, whose results are similar to those
obtained by implementing a larger sample (9,346 subjects). Differences were obtained between
three sets of subjects who shared similar characteristics regarding aspects that could be consid-
ered risky for early intervention or management of this problem. The supervised methodology
made it possible to validate the selector markers and to define those that allow the higher differ-
entiation of the groups.
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Chapter 6

Conclusions and further research

T HE aftermath of the armed conflict is a public health problem that has affected the
Colombian population, both those directly affected by the conflict and the civilian
population. The assessment methods traditionally used to study the consequences

of exposure to conflict include techniques that are difficult to scale. For this reason, this research
has proposed a novel methodology that uses an unsupervised technique to identify markers of
exposure to conflict using clustering techniques. Here, we proposed to use the cluster centers to
determine the relevance of the features in separating the subjects into different groups directly
and indirectly related to the level of exposure to violence.

The proposed methodology was applied to two databases that differed mainly in the direct
measure of the exposure level and the number of samples. Regarding the first aspect, only 346
students filled the EX2, a direct test that allowed evaluating exposure levels with a classification
as “high” or “low.” The methodology selected 62 markers related to the level of exposure. In
addition, we found that the SRQ correlated with these exposure measures. On the other hand,
we used a sample with a larger number of subjects that did not fill the EX2; however, based on
the first result, the SRQ functioned as an indicator of the consequences of the armed conflict,
and 60 markers with similar characteristics were found.

Before using the larger database, we faced the missing data problem. We developed a
pipeline to determine the best percentage of missing data to impute or discard a variable with
missing data. We found that applying a 10% threshold for accepting missing data in a given
variable allowed better results to be obtained during the imputation stage. Furthermore, the
imputation technique did not significantly influence this particular database. Despite working
with mixed data, most of the techniques responded adequately.

From our proposal, psychological and academic aspects were the most influential in differen-
tiating groups. Aspects usually associated with the aftermath of conflict, such as demographic
and socioeconomic data, also contributed to separate the groups, but to a lesser extent. This
methodology provides an overview of large amounts of variables not possible with traditional
statistical methods. For example, we found that nutritional aspects were also related to the level
of exposure to conflict. All of the above led to the division of the subjects into three groups
(clusters), each with a characteristic behavior. In the first group, most were students with neg-
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ative assessments, high school dropout risk, alcohol and drug use, and negative socioeconomic
aspects. The second group presented positive responses in positive aspects, such as better nu-
trition, study habits, and activities that improve physical and mental health, such as playing
sports and participating in cultural or recreational events. Finally, there was a third group in
which neither positive nor negative aspects were emphasized.

Although some of these results could feel intuitive (e.g., a better socioeconomic situation
with better nutrition), this methodology provides the evidence needed to consider them. A
policymaker cannot make decisions just because some correlation looks feasible.

Implementing a supervised technique validated the effectiveness of the markers found with
the different databases. It demonstrated that these markers effectively estimate exposure to
extreme experiences in the context of the Colombian armed conflict with an accuracy of up to
80%. As we needed the EX2 as a label, the small number of samples compared to the number of
variables could limit obtaining a higher precision. Nevertheless, the results showed consistency
and an excellent approximation to study this population.

6.1 Future work

This research invites testing other types of clustering algorithms other than k-means, trying
to avoid transforming the data into numerical values and proposing another way to identify
markers in an unsupervised way. Additionally, developing a model that improves the accuracy
of predicting exposure levels could allow working with the entire Well-Being database (which
has more than 33,000 samples) to use the additional information available. Finally, comple-
menting these results with more information from different biological measures would further
highlight the effects on physical health.
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