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1. Resumen 

 

Hoy en día, en la era digital, los datos de las noticias digitales son la mina de oro de la opinión 

pública y de las tendencias emergentes en el tiempo. De este proyecto esperamos que surja una 

potente máquina analítica que nos permita explorar esta riqueza de datos para encontrar significado 

dentro de ellos. Además del hecho de que queremos que esta herramienta evolucione a través de 

niveles más altos de sofisticación de la ciencia y el análisis de datos, la visión es que esta 

herramienta esté en progreso y se actualice continuamente para aprender y adaptarse a entornos 

cambiantes según sea necesario. Esta información puede tener un valor incalculable para empresas, 

investigadores y organismos gubernamentales, interesados en conocer mejor las opiniones del 

público en general sobre diversos temas de la sociedad actual. Se entrenaron desde cero cuatro 

modelos siguiendo la arquitectura de BERT, para la clasificación de noticias en positivas o 

negativas. El mejor modelo tuvo un accuracy de 72%, precisión de 80%, recall de 80%, F1 score 

de 80%, adicionalmente la grafica ROC muestra un 89% de probabilidades de que el modelo 

clasifique correctamente un ejemplo positivo de uno negativo. 

 

 

Palabras clave: NLP, Transformers, BERT, Tokenización, Embeddings, Sentiment analysis, 

pytorch. 
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2. Abstract 

 

Today in digital era, digital news data is the gold mine of public opinion and time-emerging 

trend. Coming out of this project we expect a powerful analytical machine that will allow us 

to explore this wealth of data to find meaning within that data. Besides the fact that we want 

this tool to evolve across higher levels of sophistication of data science and analysis, the 

vision is that this tool is in progress and continuously updated to learn and adapt to changing 

environments as needed. This information can be invaluable to companies, researchers, and 

government agencies, as they are interested in learning more about the views of the general 

public on various issues in current society. Four models were trained from scratch following 

the BERT architecture for the classification of news into positive or negative. The best model 

obtained an accuracy of 72%, a precision of 80%, a recall of 80% and an F1 score of 80%. 

In addition, the ROC plot shows an 89% probability that the model correctly classifies a 

positive example from a negative one. 

 

Keywords: NLP, Transformers, BERT, Tokenización, Embeddings, Sentiment analysis, 

pytorch. 
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3. Introduction 

 

 

Today we are bombarded with information as soon as we check the headlines, just by connecting 

to an online news source. The question, therefore, remains: how can we strategically process the 

overwhelming flood of information? As we can see, the speed at which this data is produced means 

that it is crucial to track public opinion in real time through the tools available. 

 

Sentiment analysis is an incredible tool at our disposal. It is the field that combines artificial 

intelligence and data science to analyze different emotions and opinions in text and report 

individual sentiments. Sentiment analysis has proven its usefulness in different situations, from 

measuring customer satisfaction to policy predictions. 

 

However, unique challenges arise when attempting to use this technology for real-time news 

analysis. It is difficult to understand and analyze the language due to its intrinsic complexity and 

the speed at which it evolves. Especially in the context of Colombia, which is noted for its constant 

and dynamic political and social change, there is a need for tools capable of adapting and providing 

up-to-date and relevant information. 

 

We intend to create a tool focused on sentiment analysis that operates in real time and is specifically 

adapted for Colombian news. We want to offer companies, researchers and government entities an 

effective tool that allows them to instantly know public opinion on various topics of interest. To 

do so, we use some of the most cutting-edge approaches in natural language processing and 

machine learning. 

To this end, we leverage prior research in similar domains of news and social media sentiment 

analysis. Puertas [1] 

 

 

 

 

 

 

 



4. Related Works 

To gain insight into what people think about certain topics, researchers have conducted numerous 

studies in the past, using various methods and approaches to analyze public sentiment in news 

articles. While these works have made great progress, we must keep in mind that they may not 

work perfectly in all situations. 

Puertas and her team of researchers [1] studied the emotions expressed in Twitter posts to predict 

the outcome of the Colombian presidential elections. While their method worked well for 

classifying tweets, it is important to remember that cultural and contextual factors unique to 

Colombia were not taken into account when analyzing emotional expressions. We should also keep 

in mind that the information we get from Twitter may not be completely accurate or representative 

of the entire population, which could affect the results and make them less reliable for everyone. 

 

Kumar and Bhushan [2] shared their brilliant idea of using computers to understand people's 

feelings by observing what they say on social media, in the year 2023. The model we use to 

understand what people think on social media does not it is perfect. It can be easily changed and 

there is a lot of false information out there. Additionally, it is difficult to draw broad conclusions 

because the way people talk and the rules they follow may be different in different places and 

cultures. 

 

Chauhan and colleagues [3] delved into the field of detailed sentiment analysis, employing 

advanced techniques such as deep and machine learning to unravel hidden emotions. Although 

their sophisticated methods contributed to better sentiment classification, they required a large 

amount of labeled data, which can be expensive and require considerable computational power. 

Understanding deep learning models can be complicated due to their encrypted nature, which is 

difficult to decrypt. Furthermore, it is not always clear why a model made a certain decision. 

 

The previous studies we reviewed were really beneficial for our project, as they indicated the 

relative effectiveness of various methods when analyzing the feelings expressed by people in news 

and social networks. However, it is essential to address these limitations with a view to developing 

a more effective tool for analyzing real-time sentiments in Colombia. Our purpose is to build on 

this solid foundation by creating a specialized tool capable of understanding and analyzing human 

emotions and thoughts, using genuinely intelligent algorithms and computer programs. 

 

 

 



5. Solution architecture 

 

The following is the architecture designed to successfully carry out the degree project. Initially, 

news are downloaded from google news, which are not labeled. A pre-trained BERT model from 

hugging face was used to label the news. The BERT model was built and four models were trained 

from which the best one was chosen. The next step is to perform again a news extraction and to 

compare the model created from scratch with the pre-trained model. 

 

 

Figure 1. Architecture 

 

 

 

 

 

 

 



 

6. Methodology 

 

 

6.1 Dataset 

 

To prepare the BERT model, Spanish news was extracted from Google News through the Gnews 

library. The dataset is composed of 65.6% news from Colombia and Latin America and 34% news 

from Spain, extracted from Kaggle with news from larepublica.co. 

 

Temporary Coverage: 

The period of Colombia and Latin America news spans from 2000 to 2024; this temporal range 

ensures that historically significant and more recent events are covered, offering a broad and varied 

context. 

 

Search Topics: 

In order for the system to cover most relevant and topical issues, the following topics are used as 

search topics: 

 

TABLE I 

NEWS TOPICS 

 

Topics 

Peace process and post-conflict 

Economy and economic development 

Foreign policy and international relations 

Health care system and access to health care 

Security and drug trafficking 

Rural and agrarian development 

Social movements and human rights 

Education and access to education 

Climate change and environment 

Infrastructure and transportation 

 

 

 

 



 

The final dataset has a total of 30,000 news items, combining news from Google News [4] and 

Kaggle [5]. The combination prevents imbalance in the representation of the different areas and 

subjects in the dataset. 

 

 

Figure 2. Top 10 news media presented in the dataset. 

 

6.2 Preprocessing 

 

Extensive news cleaning was performed to prepare the data for BERT model training. 

Preprocessing steps included: 

 

Special Character Cleaning:  

News items were identified as having the line break character \n. Using regular expressions (regex), 

this and other unwanted special characters were removed to make the text uniform. 



 

Emoji preservation: 

Unlike other approaches that remove emojis, in this work it was decided to keep them. Emojis are 

important components of modern language, especially on digital platforms, as they convey 

emotions and contexts concisely. 

 

Automatic Labeling: 

The extracted news items were not initially labeled. A pre-trained Hugging Face model was used 

for text classification and labeling of the news items 6}. This model allowed assigning sentiment 

labels (positive or negative) to each news item. 

 

Dataset balancing: 

After labeling, 15,000 positive news items and 15,000 negative news items were selected, thus 

achieving a balanced dataset. This balancing is crucial to avoid biases in the training of the model 

and to ensure an equal representation of both sentiments. 

 

 

Figure 3. Distribution of the classes in the dataset 

 

 



6.3 Tokenization 

 

Tokenization is a fundamental step in natural language processing. For this work, a tokenizer was 

created following the WordPiece approach as established by Hugging Face [7]. This approach 

ensures efficient segmentation of words into sub-words or tokens, improving the model's ability to 

handle large and diverse vocabularies. 

 

1. Reserved Tokens 

Reserved tokens required for the BERT model such as "[PAD]", "[UNK]", "[CLS]", "[SEP]", 

"[MASK]" were included. These tokens play specific roles during training and inference, such as 

indicating the start of a sequence, the end of a sequence, and unknown tokens. 

 

2. Examples of Generated Tokens 

By applying the tokenizer on the corpus, tokens such as ['J', 'b', 'Ü', 'Â', 'g'] were generated. These 

examples show the diversity and capability of the tokenizer to handle special characters and emojis. 

 

 

6.4 Feature Extraction 

 

In the BERT model, feature extraction is performed through the transformer encoding layers. These 

layers are essential for transforming the input tokens into vector representations that the model can 

process. The main components include: 



 

Figure 4. Decoder of transformers. [8] 

 

 

1. Input Embeddings 

• Input tokens are converted into embeddings of a fixed dimension of 256. 

• This process includes the sum of word embeddings and positional embeddings, which 

represent the position of each token in the sequence. 

 

2. Positional Encoding 

• Positional information is added to the word embeddings so that the model takes into 

account the order of the tokens in the sequence. 

• The length is the same as the input embeddings. 

     

     

3. Encoder Layers 

• These layers perform most of the feature extraction work. 

• Each encoder block layer contains a multi-head attention layer and a feed-forward neural 

network layer. 



• The multi-head attention allows the model to focus on different parts of the sequence 

simultaneously, while the feed-forward network performs additional transformations on 

the extracted features. 

• In this work, 8 and 12 encoder layers were used, allowing significant depth in processing 

and feature extraction. 

 

 

7. Training 

For the training process the dataset was divided into 90% training data and 10% test data. Four 

models were trained following the BERT architecture varying the hyperparameters as follows: 

 

 

TABLE II 

TABLE OF MODELS 

 

Model Name Encoder layer Cantidad de tokens Epocas 

Model 1 12 256 10 

Model 2 8 512 10 

Model 3 12 512 7 

Model 4 12 512 15 

 

 

The metrics used to measure performance and compare models were precision, Recall and F1. 

However, metrics such as ROC curves were used to make the decision to select the best model.  

Metrics such as ROC curves show the relationship between true positive rate (TPR) and false 

positive rate (FPR) at different decision thresholds. TPR, also known as sensitivity, measures the 

proportion of true positives that are correctly identified, while FPR measures the proportion of false 

positives. In addition, we used precision-recall curves, a graphical tool used to evaluate the 

performance of a binary classification model, which provides detailed information on the 

relationship between precision and recall at different decision thresholds. 

 

 

 

 



8. Results and Analysis 

 

8.1 Experiment 

 

For all training, the loss function BCEWithLogitsLoss was used, with Adam as optimizer and a 

learning rate of 2e-5. The following table shows the metrics obtained for the four trained models. 

TABLE III 

TABLE OF METRICS BY MODEL 

 

Model Epochs Encoder layers Tokens Precision Recall F1 Score 

Model 1 10 12 256 0.81 0.8 0.8 

Model 2 10 8 512 0.81 0.81 0.81 

Model 3 7 12 512 0.82 0.81 0.82 

Model 4 15 12 512 0.8  0.8 0.8 

 

 

Figure 5 shows the ROC and the precision-recall curve for model 1. In both graphs it can be seen 

how the curves have great disparity. Furthermore, in the precision-recall graph it is observed that 

the curve for the positive class is quite poor. 

 

Figure 5. ROC and precisión-recall curves model 1. 

 

Figure 6 shows the ROC and the precision-recall curve for model 2. Here it can be seen that by 

increasing the token window, the precision-recall curve improves and, in particular, the positive 



class curve improves drastically. The ROC curves also improve slightly with the change to 512 

tokens going from 87% in the previous experiment to 89%. 

 

Figure 6. ROC and precisión-recall curves model 2. 

 

Figure 7 shows the ROC and the precision-recall curve for model 3. For this experiment, the 

encoder layers were increased and again showed slight improvements in the precision-recall graph 

for the positive class, going from 86% in the previous one. Experiment up to 87%. 

 

 

Figure 7. ROC and precisión-recall curves model 3. 

 

Figure 8 shows the ROC and the precision-recall curve for model 4. With the experience of the 

previous model, it was decided to maintain the token size configurations at 512 and 12 encoder 

layers and thus double the epochs. When comparing Figure 8 and Figure 7, it can be seen that as 

the epochs increase, the precision-recall curves improve drastically. 



 

Figure 8. ROC and precisión-recall curves model 4. 

 

8.2 Best model 

 

The ROC and precision-recall curves were used to select the best model. More importantly, the 

four models trained in this thesis were compared with the BERT model used in the hugging phase 

to classify the dataset. For this purpose, 213 messages were downloaded and classification was 

performed using the different models. In this exercise, it is found that the model that comes closest 

to the pre-trained model is model number 4 with an accuracy of 72%. 

 

TABLE IV 

BEST MODEL 

Metric Value 

Epochs 15 

Encoder layers 12 

Tokens 512 

Precision 0.8 

Recall 0.8 

F1 Score 0.8 

 

 



9. Conclusions 

We managed to train a model using the BERT architecture, achieving quite reasonable results using 

30,000 news articles, reaching an accuracy of 72% compared to a pretrained model. This success 

is attributed to the observation that training for more epochs, using longer token sequences, and 

increasing the number of encoding blocks in the transformer significantly improves the model's 

quality. 

 

Balancing the dataset by removing the neutral class and equalizing positive and negative samples 

significantly improved the model's ability to discern between polarized sentiments, highlighting 

the importance of preprocessing and proper data selection in the final model performance. 

 

Although promising results were achieved in the training and validation phase, practical 

implementation of the model would face additional challenges such as scalability, computational 

efficiency, and integration with real-time systems. Exploring solutions such as deployment with 

Flask could facilitate the adoption and application of the model in various environments. 

 

10. Future works 

 

As it has been proved during the development of this project, building a BERT model with the 

configuration of 512 allowed tokens and 12 encoder layers is generating good models, it would be 

interesting to train for more epochs and compare the results obtained with the results offered in this 

project. 

 

As a future work we would like to deploy the models with the help of FastAPI and create a free 

tool for the community to use. 
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