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A B S T R A C T   

Objectives: External validation of the 4C and NEWS2 scores for the prediction of in-hospital mortality in COVID- 
19 patients, and evaluation of its operational performance in two time periods: before and after the start of the 
vaccination program in Colombia. 
Methods: Retrospective cohort in three high complexity hospitals in the city of Medellín, Colombia, between June 
2020 and April 2022. 
Results: The areas under the ROC curve (AUC) for the 4C mortality risk score and the NEWS2 were 0.75 (95% CI 
0.73–0.78) and 0.68 (95% CI 0.66–0.71), respectively. For the 4C score, the AUC for the first and second periods 
was 0.77 (95% CI 0.74–0.80) and 0.75 (95% CI 0.71–0.78); whilst for the NEWS2 score, it was 0.68 (95% CI 
0.65–0.71) and 0.69 (95% CI 0.64–0.73). The calibration for both scores was adequate, albeit with reduced 
performance during the second period. 
Conclusions: The 4C mortality risk score proved to be the more adequate predictor of in-hospital mortality in 
COVID-19 patients in this Latin American population. The operational performance during both time periods 
remained similar, which shows its utility notwithstanding major changes, including vaccination, as the pandemic 
evolved.   

1. Introduction 

SARS-CoV2 infection expanded to every continent and it was 
declared as a pandemic by the World Health Organization (WHO) the 
11th of March 2020, as it jeopardized public health with thousands of 
daily fatalities worldwide, which represented a substantial challenge for 
governments, individuals, and societies [1,2]. Three years after, the end 
of the health emergency was declared. However, it is important to 
recognize that complete eradication of the virus is highly unlikely, since 
SARS-CoV2 maintains a significant virulence and continues to circulate. 
This could lead to daily cases and outbreak periods [3]. 

The clinical presentation and course of the disease is highly variable 
amongst patients, due to its heterogeneous immunological response, 
genetically determined individual expression, associated comorbidities, 
and the implicated SARS-CoV2 variant [4,5]. These different charac-
teristics hamper classification and adverse event risk assessment by 
health professionals. Mortality risk prediction is essential to efficient 
management, which includes opportunity of care and the selection of 
patients likely to benefit from interventions that change the course of the 
disease [6]. During the pandemic, numerous prediction models were 
developed for prognostic purposes, with extensive heterogeneity in their 
performance in external validation cohorts [7]. The systematic review 
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carried out by the COVID-PRECISE group found 107 prediction models 
with high (97 %) or unclear (3 %) risk of bias, according to the PROBAST 
tool [8]. Two prediction models (one for prognosis) were identified as 
having a superior quality compared to others, and it was suggested that 
an effort be made to validate them with other datasets. The 4C Mortality 
Score prognostic model [9], deemed to be of good quality, was con-
structed with a wide range of data, and ranked as having a low risk of 
bias in most domains [10]. On the other hand, NEWS2 was originally 
developed in 2012 as an early warning score to monitor hospitalized 
patients and to predict in-hospital mortality within the next 24 h 
[11,12]. In the context of the COVID-19 pandemic, NEWS2 has been 
studied and its use recommended as a means of identifying and treating 
patients at risk of falling severely ill due to the disease. Agencies such as 
the WHO and the National Institute for Health and Care Excellence 
(NICE) in the United Kingdom have supported its use [13]. Furthermore, 
within the local context, Colombia’s health ministry recommended the 
NEWS2 score to evaluate and direct COVID-19 patients to the appro-
priate care setting, taking into consideration different risk levels indi-
cated by the score [14]. 

Both models were developed in the United Kingdom and have had 
widespread, even worldwide acceptance and validation. However, 
neither has been validated in a Latin American population. In addition, 
the strategies used for the prevention and management of COVID-19 
have changed with the emergence of vaccines and new treatment op-
tions [15], which have had an impact in mortality, creating a need to 
evaluate the changes in different prediction scores over time [6]. 
Research and publication of new findings on COVID-19 are fundamental 
to evidence-based decision making, which should be inclusive of all 
populations. 

Given these considerations, the aim of this study was to locally 
validate the 4C and NEWS2 scores for mortality risk prediction in hos-
pitalized patients with a confirmed COVID-19 infection test taken on 
their admission to the emergency department, and to compare the per-
formance of these scores in two time-periods, marked by the start of the 
vaccination program in Colombia. 

2. Methods 

Study design, setting and participants: Retrospective multicentric 
validation cohort, in three high complexity hospitals in Medellín, 
Colombia. A consecutive review of medical records was done, using the 
CIE-10 code: U07.1 COVID-19, between June of 2020 and April of 2022. 
Patients were included if they were 18 years or older, with a confirmed 
diagnosis of COVID-19 by antigen test for SARS-CoV2 or RT-PCR, and 
had been admitted to the emergency department. The exclusion criteria 
included individuals who had passed away within 24 h of admission, as 
well as those transferred from another center where they had been 
located for more than 24 h. 

Variables and information sources: The data to calculate the 4C 
and NEWS2 scores were obtained from the medical admission records, 
with the first registered vital signs and laboratory test taken within the 
first 24 h. Each model has different stratification variables, to which a 
score is assigned and a risk group is determined (Tables S1 and S2 in the 
Supplementary Appendix). 

Primary outcome: In-hospital mortality. 
Sample size: Determination was made following the recommenda-

tions of a minimum of 100 outcomes in the validation cohort [16]. 
Statistical analysis and missing data: Quantitative variables with 

normal distribution were presented as mean and standard deviations, 
and variables with non-normal distribution were presented as medians 
with interquartile ranges. Qualitative variables were presented with 
absolute and relative frequencies expressed in percentages. For each 
score, performance metrics were calculated, including sensitivity, 
specificity, positive predictive value, and negative predictive value. 
Additionally, likelihood ratios (LR) were calculated using the Bayes 
theorem, with in-hospital mortality outcomes assumed as the ’gold 

standard.’ Discrimination capacity for each prediction score was deter-
mined through the area under the receiver-operating curve (AUC), while 
calibration was established using calibration plots and the goodness-of- 
fit Hosmer-Lemeshow test (H-L). The model’s discrimination refers to its 
capacity to accurately separate patients in high and low-risk groups. 
Calibration, on the other hand, refers to how close the model’s pre-
dictions are to reality, namely, how accurate are the risk estimations. 

A complete case analysis was performed, as well as simple data 
imputation, assuming missing variables as normal. For the 4C score, in- 
patients whose oxygen saturation on admission to the emergency 
department was registered while they were on supplemental oxygen 
therapy, oxygen saturation was presumed to be less than 92 %. The 
NEWS2 score was calculated in terms of registered oxygen saturation, 
regardless of a patient’s history of chronic obstructive pulmonary dis-
ease. The analysis was made in two time periods (before and after May 
1st, 2021) determined by the initiation of the vaccination program in 
Colombia and the findings of the RECOVERY study, leading to the 
widespread use of steroids. The study was reported according to the 
TRIPOD recommendations [17]. Statistical analysis was performed 
using STATA software (StataCorp, 2019. Stata Statistical Software: 
Release 16. College Station, TX: StataCorp LLC). 

Ethical aspects: The study was performed in alignment with the 
2013 Declaration of Helsinki, the research protocol was evaluated and 
approved by each of the three participating centers’ ethics committees, 
before data collection started. 

3. Results 

Participants: A total of 3013 medical records were reviewed, with 
1789 meeting the inclusion criteria (Fig. 1). The in-hospital mortality 
rate was 42.1 % (n = 754). The mean age of included patients was 64.9 
years (standard deviation (SD): 16.1), with 53.6 % of the population 
being male, and 36.2 % having at least one comorbidity. Initial severity 
of the patients was determined by the requirement of advanced vital 
support, including norepinephrine (n = 56, 3 %) and non-invasive me-
chanical ventilation (n = 470, 26 %) upon admission. Table 1 shows the 
clinical characteristics at hospital entry according to their vital status 
upon discharge, and Table 2 presents the main complications observed 
during hospitalization. The percentages of missing data for each variable 
of the prediction models are available in Table S3 of the supplementary 
appendix. The highest frequencies were observed in temperature (16 %) 
and Glasgow Coma Scale (10.6 %). 

Performance of the models: The AUC for the 4C score was 0.75 (CI 
95 % 0.73 – 0.78) (Fig. 2A) and for the NEWS2, it was 0.68 (CI 95 % 0.66 
– 0.71) (Fig. 2B). The calibration plot showed adequate capacity for the 
4C score to predict mortality, even though it was lower regarding pa-
tients at very high or very low risk, for whom the risk of death was 
slightly underestimated (Fig. 3A). Measured by the H-L test, calibration 
resulted in a p-value of 0.13. The NEWS2 score exhibited lower accuracy 
for prediction of mortality in low-risk patients, overestimating the 
occurrence of death (Fig. 3B). 

Impact of changes over time on discrimination and calibration 
of the scores: The AUC for the 4C scores over the first and second 
proposed study periods were 0.77 (CI 95 % 0.74 – 0.80) and 0.75 (CI 95 
% 0.71 – 0.78), respectively. The AUC for the NEWS2 for the first study 
period was 0.68 (CI 95 % 0.65 – 0.71) comparable to the second period, 
which was 0.69 (CI 95 % 0.64 – 0.73). For the first period, the calibra-
tion plot for the 4C score exhibited an adequate capacity to predict risk 
of death, but registered a lower performance in the second study period. 
The H-L test had a p-value of 0.51 and 0.13 for the first and second 
periods, respectively. For the NEWS2 score, the calibration plot showed 
an overestimation of the risk of death in the low and very high-risk 
groups, mainly during the second period. When measured with H-L 
test, the p-value was 0.81 for the first period and 0.33 for the second 
period (see Table 3 and Figure S1 in the supplementary appendix). 

Other performance measures: The 4C mortality risk score 
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presented good performance in clinically relevant metrics, with a 
negative predictive value of 95.6 % (CI 95 % 84 – 99 %) for a score of 4 
or less, and a positive predictive value of 71.6 % (CI 95 % 65.9 – 76.9) 
for a score of 15 or higher (Table 4). On the other hand, for the NEWS2 
score, a punctuation of 7 or more points had a positive predictive value 
of 52.7 % (CI 95 % 49.3 – 56) while a punctuation of 5 or less demon-
strated a negative predictive value of 72.1 % (CI 95 % 67.6 – 76.2 %) 
(Table 5). 

Total mortality was greater during the first period of the present 
study (42.15 %), in comparison with the second period (31.3 %), and the 
mortality observed throughout the different risk groups for the 4C score 
was greater than reported in the original derivation cohort (Table 6). 
Likewise, in the different NEWS2 score risk groups, mortality was 
greater than reported in the original cohort (Table 7). When stratified by 
risk groups, differences were observed mainly in low-risk (27.93 %) and 
high-risk categories (52.66 %). The association between the predictor 
variables of each model and mortality are presented in Table S4 and 
Table S5 of the supplementary appendix. 

Sensitivity analysis: In the sensitivity analysis, which involved data 
imputation, the operational performance of both scores remained the 
same (Table S6, Figure S2 and Figure S3 of the supplementary 
appendix). 

4. Discussion 

4.1. Major findings 

Performed in the city of Medellín, Colombia, the present study is the 
first validation concerning Colombian patients of the 4C and NEWS2 
scores for in-hospital mortality risk prediction,. The operational per-
formance of both prediction scores was evaluated over time, considering 
the changes in vaccination and treatment that occurred during the 
pandemic. The 4C mortality risk score showed adequate discrimination 
and calibration to predict in-hospital death risk, although a slight un-
derestimation was observed in the low and high-risk groups. These re-
sults are similar to those presented in the derivation cohort in the United 
Kingdom in 2020, where the internal validation cohort had an AUC of 
0.76 (CI 95 % 0.760 – 0.773) [9]. Furthermore, the external validation 
done by De Jong et al. in 18 countries showed that the 4C score exhibited 
the highest calibration, with an AUC of 0.80 (95 % CI 0.75 – 0.84) [18]. 
Mortality across risk groups was higher in the present study than in the 
original derivation cohort, likely due to the features of the studied 
population. 

The 4C score also showed good performance in clinically relevant 
parameters: a cut-off of four points had high sensitivity, very similar to 
the original development cohort (99.2 %), while a cut-off of 15 or more 
showed high specificity (92.5 %), even greater than the derivation 
cohort (89.9 %). Predicting which patients have a very high probability 

Fig. 1. Study inclusion and exclusion flowchart.  
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of dying during hospitalization, this score could contribute to selection 
of in-hospital care settings, including the need for monitoring in high- 
dependency units. In other external validation cohorts, similar find-
ings have been reported for the 4C mortality risk score. Another study 
from the United Kingdom undertaken during the second outbreak of the 
pandemic (August 2020 to February 2021), found an AUC of 0.76 with 

good calibration. In the four risk groups, reported mortality was very 
similar to the one reported on the inception cohort [19]. In Paris, in a 
retrospective multicenter cohort of adult patients hospitalized for 
COVID-19 from January 2020 to April 2021, the 4C mortality risk score 
outperformed 32 other scores, with an AUC of 0.784 (CI 95 % 
0.77–0.795) [20]. In the USA, external validation was performed using 
the dataset from the RECOVERY trial, which had comparable discrimi-
nation, with an AUC of 0.786 (CI95% 0.773–0.799) and adequate cali-
bration [21]. 

The NEWS2 score displayed acceptable discrimination, albeit 
slightly lower than that of the 4C score, but the calibration showed 
overestimation of the probability of death in both the low and high-risk 
categories. Similar findings were reported in an external validation 
study o, COVID-19 patients in England at the start of the pandemic, 
finding that the model underestimated mortality risk in all risk cate-
gories, evidencing poor discrimination and an AUC of 0.65 (CI 95 % 0.61 
– 0.68) for prediction of in-hospital mortality [22]. Another cohort from 
the United Kingdom found similar performance, with an AUC of 0.65 (CI 
95 % 0.61 – 0.68) [12]. In this study, the cut-off of 5 points displayed 
sensitivity of 83 % and negative predictive value of 79 % [22], lower 
than reported in a study from Norway, which reported a sensitivity of 
86.7 % (CI 95 % 59.5 – 98.3), and negative predictive value of 94.7 (CI 
95 % 83.0 – 98.5). 

The findings suggest that the 4C mortality risk score has greater 
discriminatory power and better calibration than the NEWS2 score, 
consistent with its performance in the development cohort, where it 
outperformed 15 other scores, including NEWS2 (CI 95 % 0.774 Vs 
0.654) [9]. In Belgium, comparable results were achieved. An AUC of 

Table 1 
Baseline clinical and laboratory characteristics according to vital status at 
discharge.  

Variable Total, n: 1789 Alive n: 1035 Dead n: 754 

Age (mean ± SD) 64.9 ± 16.1 61.03 ± 16.4 70.26 ± 13.9 
Sex, male (n, %) 959 (5.6) 540 (53.4) 419 (53.9) 
Cancer* (n, %) 150 (8.4) 78 (7.7) 72 (9.3) 
HIV* (n, %) 16 (0.9) 13 (1.3) 3 (0.4) 
Diabetes mellitus* (n, %) 462 (25.9) 252 (24.8) 210 (27.0) 
Connective tissue disease* 

(n, %) 
91 (5.1) 47 (4.6) 44 (5.7) 

Neurological disorder* (n, 
%) 

93 (5.2) 53 (5.2) 40 (5.2) 

Dementia* (n, %) 107 (6.0) 50 (4.9) 57 (7.3) 
Liver disease* (n, %) 34 (1.9) 16 (1.6) 16 (2.1) 
Renal disease* (n, %) 123 (6.9) 61 (6.0) 62 (8.0) 
Lung disease* (n, %) 223 (12.5) 110 (10.8) 113 (14.5) 
Heart disease* (n, %) 193 (10.8) 96 (9.5) 97 (12.5) 
Obesity** (n, %) 505 (28.2) 266 (26.2) 239 (30.8) 
BMI (kg/m^2) (mean ±

SD) 
28.7 ± 12.8 28.5 ± 10.5 28.9 ± 14.6 

Temperature C◦ (mean ±
SD) 

36,9 ± 2.13 36.9 ± 0.9 36.9 ± 0.9 

Oxygen Saturation % 
(mean ± SD) 

84 ± 12.9 86.8 ± 10 81.1 ± 15.1 

DBP (mmHg) (mean ±
SD) 

92 ± 13.6 77 ± 12 73 ± 14.3 

SBP (mmHg) (mean ± SD) 127 ± 23.7 127 ± 22.9 127 ± 24.8 
RR (/min) (mean ± SD) 25.1 ± 8.2 23.7 ± 7.2 27 
HR (/min) (mean ± SD) 95.3 ± 18.6 95.5 ± 18.5 94.9 ± 18.9 
Glasgow Scale < 15 (n 

(%)) 
160 (8.9) 32 (3.1) 64 (8.5) 

BUN (mg/dL) (mean ±
SD) 

25.5 ± 18.6 25.5 ± 18.6 30.6 ± 20.8 

CRP (mg/dL) (mean ±
SD) 

12,.4 ± 13.7 12.9 ± 14.1 11.7 ± 12.9 

PO2 (mmHg) (mean ±
SD) 

73.1 ± 26.9 73.1 ± 26.9 66.3 ± 23.6 

PCO2 (mmHg) (mean ±
SD) 

32.8 ± 10.1 32,.8 ± 10.1 32.7 ± 10.6 

Ferritin ng/mL (IQR) 1313 (752 – 
2199) 

1100 
(154–1984) 

1526 
(238–2694) 

Troponin pg/ml (IQR) 302 (2.5–396) 151 (2.5–140) 485 
(4.77–752) 

D-dimer ng/ml (IQR) 2247 (0.65 – 
2446) 

2631 (0/6 – 
2192) 

2102 
(0.69–679) 

LDH U/L (RIQ) 440 (289 – 
703) 

363 (202–540) 537 (265–840) 

HIV: Human immunodeficiency virus, BMI: body mass index, DBP: diastolic 
blood pressure, SBP: systolic blood pressure, RR: respiratory rate, HR: heart rate, 
BUN: blood urea nitrogen, CRP: C reactive protein, PO2: partial arterial oxygen 
pressure, PCO2: partial arterial carbon dioxide pressure, LDH: lactate dehy-
drogenase, SD: standard deviation, IQR: interquartile range. 

* Comorbidities defined by the Charlson index. 
** Clinically defined obesity. 

Table 2 
Complications during hospitalization according to vital status at discharge.  

Variable Total, n: 1789 Alive n: 1035 Dead n: 754 

IMV (n, %) 553 (30.9) 122 (11.7) 430 (57) 
DVT (n, %) 41 (2.3) 40 (3.9) 17 (2.2) 
PE (n, %) 69 (3.8) 24 (2.3) 29 (3.8) 
Bacteremia (n, %) 572 (31.9) 257 (41.7) 315 (2.3) 

IMV: invasive mechanical ventilation, DVT: deep vein thrombosis, PE: pulmo-
nary embolism. 

A. 

B. 

Fig. 2. Receiver Operating Characteristics Curve for mortality in COVID-19 
patients. A. 4C mortality score, B. NEWS2 score. 
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0.71 (CI 95 % 0.58 – 0.83) was obtained for NEWS2, and an AUC of 0.80 
(CI 95 % 0.69 – 0.91) for the 4C score, for predicting mortality risk at 30 
days [23]. The potentially lower discrimination observed in the NEWS2 
score may be attributed to its non-specific development for COVID-19 
patients, while its criteria primarily focus on hemodynamic variables, 
which may be less pertinent in the initial presentation of the disease 
[24]. 

The operational characteristics of the 4C and NEWS2 risk scores were 
maintained throughout the evaluated periods, determined mainly by the 
start of vaccination in Colombia, increased circulation of variant B.1 at 
the onset of the second period, and publication of the RECOVERY trial 
findings, which on February 25th, 2021confirmed the efficacy of ste-
roids. Similar findings have been reported for the 4C risk score in a study 
conducted in Canada, where evaluation of the performance of the score 

Fig. 3. Probability of the expected result compared to the observed result is shown as calibration plot. A. 4C mortality score, B. NEWS2 score. Groups: Deciles of risk; 
Lowess: Locally Weighted Scatterplot Smoothing; E:O: Expected:Observed ratio; CITL: calibration-in-the-large; AUC: Area Under the Curve. 

Table 3 
Area under the curve (AUC) and Hosmer-Lemeshow test for mortality in patients 
with COVID-19 by study period.  

Score Total First period* Second period* 

AUC (IC 95 %) 
Mortality 4C 0.75 (0.73–0.78) 0.77 (0.74–0.80) 0.75 (0.71–0.78) 
NEWS2 0.68 (0.66–0.71) 0.68 (0.65–0.71) 0.69 (0.64–0.73) 
Hosmer-Lemeshow test (p-statistic) 
Mortality 4C 0.13 0.51 0.13 
NEWS2 0.68 0.82 0.33  

* First period: Before May 1st, 2021. Second period: After May 1st, 2021. 
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during outbreaks was conducted across three periods, concluding in 
June 2021 [6]. The AUC values during outbreaks were 0.81 (CI 95 % 
0.76 – 0.86), 0.74 (CI 95 % 0.69 – 0.80) and 0.76 (CI 95 % 0.69 – 0.83), 
respectively. However, few studies have evaluated performances after 

the start of vaccinations. 
To date, there have been no published studies evaluating the clinical 

impact of the 4C and NEWS2 scores, based on the available information. 
This underscores the need for future research to explore the practical 
implications of these scores, which might identify potential barriers in 
their application. Such investigations will provide insights into whether 
these scores results in changes in medical decisions, ultimately 
contributing to improved clinical outcomes [25]. 

4.2. Strengths and limitations 

The strengths of the present study lie in the clinical setting, where no 
prior validation data had existed for this Colombian population. This 
holds significance in the global public health context of diseases like 
COVID-19, contributing to the bridging of information and research 
gaps between high and low-income countries. Additionally, a significant 
number of outcomes per variable were achieved, and the potential 
impact of changing factors during the pandemic, which modified the 
performance of prediction models, was taken into consideration. 

Among the limitations, missing data in the variables composing the 
prediction models, particularly the Glasgow Scale and temperature, 
could impact performance of the models. To address this limitation, 
simple data imputation was employed, assuming missing variables as 
normal. The operational performance of the scores remained consistent 
in this sensitivity analysis. Another limitation is the retrospective 
character of the study, which limited control over registration and 
quality of predictor variables. Finally, the scores are likely to change in 
settings with lower mortality, thereby limiting the external validity of 
the findings. 

4.3. Conclusions and implications 

In this study, the mortality risk prediction tool 4C was shown to have 
acceptable characteristics, justifying further evaluation in comparison 
with the NEWS2 score for prediction of in-hospital mortality in patients 
with COVID-19 in Medellín, Colombia. In addition, it was found that the 
operational characteristics of the prognostic model remained intact, 
despite changes that arose during the SARS-CoV2 pandemic, such as 
vaccination and therapeutic interventions. Implementation of these 
models in clinical practice could contribute to better risk management, 
selection of care settings, and evidence-based decision-making. 

The impact on decision-making and patient outcomes remains to be 
explored in future investigations, along with the contribution of risk 

Table 4 
Performance metrics for the 4C mortality risk score to confirm the mortality in different cut-off points.  

Cut-off No (%) of patients Sensitivity 
(%) (CI 95 %) 

Specificity (%) (IC 95 %) PPV (%) 
(CI 95 %) 

NPV (%) 
(CI 95 %) 

LR (+) 
(CI 95 %) 

LR (− ) 
(CI 95 %) 

≥15 275(15.3) 26.1 
(23–29.4) 

92.5 
(90.7–94) 

71.6 
(65.9–76.9) 

63.2 
(60.7–65.6) 

3.4 
(2.7–4.4) 

0.79 
(0.7–0.8) 

≥9 1205(67) 86.9 
(84.2–89.2) 

46.9 
(43.8–50) 

54.4 
(51.5–57.2) 

83 
(79.8–86) 

1.63 
(1.5–1.7) 

0.28 
(0.2–0.3) 

≥4 1744(97) 99.7 
(99–100) 

4.15 
(3.02–5.56) 

43.1 
(40.8–45.5) 

95.6 
(84–99) 

1.04 
(1.0–1.0) 

0.063 
(0.01–0.26) 

LR (+): Positive likelihood ratio, LR (− ): Negative likelihood ratio, PPV: Positive predictive value, NPV: Negative predictive value No: Number. 

Table 5 
Performance metrics for the NEWS2 mortality risk score to confirm the mortality in different cut-off points.  

Cut-off No (%) of patients Sensitivity 
(%) (CI 95 %) 

Specificity (%) (CI 95 %) PPV (%) 
(CI 95 %) 

NPV (%) 
(CI 95 %) 

LR (+) 
(CI 95 %) 

LR (− ) 
(CI 95 %) 

≥7 886(48,41) 60.5 
(56.9–64) 

60.4 
(57.3–63.4) 

52.7 
(49.3–56) 

67.7 
(64.6–70.7) 

1.53 
(1.3–1.6) 

0.65 
(0.5–0.72) 

≥5 1345(75) 83.6 
(80.7–86.1) 

30.9 
(28.1–33.8) 

46.8 
(44.1–49.5) 

72.1 
(67.6–76.2) 

1.21 
(1.1–1.27) 

0.53 
(0.4–0.64) 

LR (+): Positive likelihood ratio, LR (− ): Negative likelihood ratio, PPV: Positive predictive value, NPV: Negative predictive value No: Number. 

Table 6 
Mortality in patients with COVID-19 by period, stratified by 4C mortality risk 
groups, and compared to the derivation cohort.  

Risk groups, 4C 
mortality risk score 

Cohorts 

First 
period 

Second 
period 

Total United Kingdom 
(Derivation 
cohort)  
* 

All groups 39.91 % 
(439/ 
1100) 

45.72 % 
(315/ 
689) 

42.15 % 
(754/ 
1789) 

31.3 % (18155/ 
57924) 

Low (0–3) 0 %(0/ 
27) 

11.11 % 
(2/18) 

4.44 % 
(2/45) 

1.5 %(65/4224) 

Intermediate (4–8) 15.65 % 
(54/ 345) 

22.16 % 
(43/194) 

18 % 
(97/ 539) 

9.4 %(1237/ 
13166) 

High (9–14) 46.99 % 
(265/ 
564) 

52.73 % 
(193/366) 

49.25 % 
(458/ 
930) 

34 %(9976/ 
29755) 

Very high (15–21) 73.17 % 
(120/ 
164) 

69.37 % 
(77/111) 

71.64 % 
(197/ 
275) 

64 %(6877/ 
10679)  

* Data reproduced from [9]. 

Table 7 
Mortality in patients with COVID-19 by period, stratified by NEWS2 mortality 
risk groups, and compared to the derivation cohort.  

Risk groups, NEWS2 
mortality risk score 

Cohorts 

First period Second 
period 

Total Derivation 
cohort * 

All groups 39.91 % 
(439/ 
1100) 

45.72 % 
(315/ 689) 

42.15 % 
(754/ 
1,789) 

14,8% 

Low (0–4) 25.87 % 
(74/ 286) 

31.65 % 
(50/158) 

27.93 % 
(124/444) 

5.5 % 

Medium (5–6) 35.93 % 
(106/295) 

36.96 % 
(68/184) 

36.33 % 
(174/479) 

11.3 % 

High (≥7) 49.90 % 
(259/519) 

56.77 % 
(197/ 347) 

52.66 % 
(456/866) 

27.03 %  

* Data reproduced from [10,19]. 
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scores to the selection of care settings, and the frequency and depth of 
medical follow-up. 
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