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Abstract

Reintegration is the process through which ex-combatants adapt to society after being part

of an illegal armed group. Social reintegration process of ex-combatants is overshadowed

because chronic exposure to violence changes their personality expression, social behavior,

and cognition; and affects their emotional processing (EP). EP is necessary for the analysis

of everyday situations and is affected by trauma exposition. Because of that, researchers

suggest that the assessment of cognitive and behavioral profile on EP is crucial to charac-

terize ex-combatants after chronic exposition to war. Furthermore, the characterization of

EP will contribute to the design of cognitive trainings aimed to help ex-combatants on their

reintegration process.

EP activates cortical and subcortical structures of the brain associated with the identifica-

tion of valence of real live stimuli, faces and schematic objects. The study of EP has been

performed with brain connectivity analysis, using computerized cognitive tasks synchronized

with electroencephalography (EEG) recordings. Brain connectivity technique focuses on how

the brain is processing the information in order to establish the pattern of activation required

to generate a cognitive process. Atypical connectivity patterns represent a disruption on the

connection among areas used for different kinds of processing.

This thesis focuses on the development of a methodology to recognize atypical function-

ing in EP of Colombian ex-combatants using brain connectivity analysis from scalp EEG

recordings. For that purpose, at first, a model for preprocessing the EEG data and removing

the artefactual components is developed. Secondly, the performance of five brain connec-

tivity measures is compared: Correlation, Cross-Correlation, Coherence, Imaginary part of

Coherency and the Phase-Lag Index; in order to analyze their advantages and drawbacks

when tested on Colombian ex-combatants’ EP related tasks data. Thereafter, using the pro-

posed methodology the EP of ex-combatants is characterized. Finally, differences in EP of

ex-combatants who received a social cognitive training intervention and those who did not

receive it are analyzed.

Keywords: Brain Connectivity, Colombian Ex-combatants, EEG, Emotional Process-

ing.
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Resumen

La reincorporación es el proceso mediante el cual los excombatientes se adaptan a la sociedad

después de formar parte de un grupo armado ilegal. El proceso de reincorporación social

de los excombatientes se dificulta debido a que la exposición crónica a la violencia modifica

la expresión de la personalidad, el comportamiento social y la cognición; y afecta su proce-

samiento emocional (PE). El PE es necesario para el análisis de las situaciones cotidianas y

se ve afectado por la exposición al trauma. Debido a esto, los investigadores sugieren que

la evaluación del perfil cognitivo y conductual en PE es crucial para caracterizar a los ex

combatientes después de la exposición crónica a la guerra. Además, la caracterización del PE

contribuirá al diseño de entrenamientos cognitivos destinados a ayudar a los excombatientes

en su proceso de reintegración.

El PE activa estructuras corticales y subcorticales del cerebro asociadas con la identificación

de valencias de est́ımulos vivos reales, caras y objetos esquemáticos. El estudio de PE

se ha realizado mediante el análisis de conectividad cerebral, utilizando tareas cognitivas

computarizadas sincronizadas con registros de electroencefalograf́ıa (EEG). La técnica de

conectividad cerebral se centra en cómo el cerebro procesa la información con el fin de es-

tablecer el patrón de activación requerido para generar un proceso cognitivo. Patrones de

conectividad at́ıpicos representan una interrupción en la conexión entre las áreas utilizadas

para diferentes tipos de procesamiento.

Esta tesis se centra en el desarrollo de una metodoloǵıa para reconocer el funcionamiento

at́ıpico en el PE de excombatientes colombianos utilizando análisis de conectividad cerebral

a partir de grabaciones de EEG. Para ello, en primer lugar, se desarrolla un modelo para

el preprocesamiento de los datos EEG y la eliminación de los componentes artefactuales.

En segundo lugar, se compara el desempeño de cinco métricas comúnmente utilizadas: Cor-

relación, Correlación Cruzada, Coherencia, Parte Imaginaria de la Coherencia y el Índice de

Desfase; con el fin de analizar sus ventajas y desventajas cuando se utilizan en datos de las

tareas de PE de los excombatientes colombianos. Entonces, utilizando la metodoloǵıa prop-

uesta el PE de los excombatientes es caracterizado. Por último, se analizan las diferencias

en el PE de los excombatientes que recibieron una intervención de formación social cognitiva

y aquellos que no la recibieron.

Palabras clave: Conectividad cerebral, Excombatientes colombianos, EEG, Proce-

samiento Emocional.
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1. Background

1.1. Introduction

Over the last 50 years, Colombia has been suffering from an internal armed conflict between

the State and several illegal armed groups. Many deceases, disappeared people, drug traffic,

poverty, closed to 6.000.000 forced internally displacement, kidnappings, the use of antiper-

sonnel mines and around of 400.000 refugees are some of the consequences of the armed

conflict in Colombia [1]. In order to end this conflict, the State established a demobilization

policy. With this policy, thousands of Colombian ex-combatants have returned to civilian

life, and that number is increasing after the signature of the peace agreements [2].

A pitfall in the social reintegration process is that chronic exposure to violence changes the

expression of personality traits, social behavior, and cognition [3], and increases the incidence

of Post-Traumatic Stress Disorder (PTSD) symptoms [4]. In this sense, it has been suggested

that integration of behavioral assessments sync with electrophysiological techniques such as

electroencephalography (EEG) is crucial for the comprehension of this complex phenomena.

For instance, Emotional Processing (EP) is fundamental for the selection and implementa-

tion of adaptive/surviving strategies. This processing activates multiple sources of cortical

and subcortical brain structures during the observation of visual stimuli with valence con-

tent [5].

In this work, the use of brain connectivity analysis is proposed to study the EP of Colom-

bian ex-combatants. Brain connectivity refers to a pattern of structural-anatomical relations

(“Structural Connectivity”), statistical dependencies on linear and nonlinear covariations

(“Functional Connectivity”), or causal interactions (“Effective Connectivity”) between neu-

rons, neuronal populations or brain regions [6]. The functional connectivity is modified for

life experiences. Then, it can be used to understand how these modifications might be dis-

turbing the EP [7].

To analyze the EP of Colombian ex-combatants, thirty Colombian ex-combatants (Two fe-

male) from the government’s Colombian Agency for Reintegration (ACR) program, and 20

Colombian individuals with no antecedents of being combatant (paired by gender, age and

educational level) participated in the study. The participants performed an emotional recog-

nition computerized task that used visual stimuli from the International Affective Picture
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System (IAPS) [8], synchronized with EEG recordings. In general, these stimuli are able to

generate emotional activation in a similar way of real conditions [9–11].

This work addresses the development of a methodology based on EEG signal preprocess-

ing and brain connectivity analysis, aimed on analyzing the EP differential modulation of

Colombian ex-combatants. Additionally, in order to determine the effectiveness of a training

intervention, this methodology is used to analyze differences in EP of ex-combatants who

received a Social Cognitive Training Intervention (SCTI) and those who did not receive it.

1.1.1. Motivation

EP is necessary to analyze everyday situations and to select and implement adaptive strate-

gies [12]. EP of ex-combatants is affected by chronic exposure to violent events. In that

sense, researchers suggest that the assessment of neurocognitive and behavioral profile on

EP is crucial to characterize ex-combatants after chronic exposure to war. Furthermore, the

characterization of EP can contribute to the design of social cognitive intervention trainings

aimed to improve ex-combatants reintegration process.

Some neurophysiological methodologies provide biological markers of the impact of chronic

exposure to combat. Brain connectivity analysis is proposed as a useful methodology to

evaluate interconnected activation during EP [13, 14]. This technique focuses on how the

brain processes the information in order to establish the pattern of activation required to

generate a cognitive process [15]. In that sense, brain connectivity analysis can be meaningful

to recognize how different interconnected structures are contributing to the expression of

atypical modulation in emotional processing of Colombian ex-combatants.

1.1.2. Problem Statement

EP has been widely studied in veterans with the aim of analyzing the exposure to combat

consequences on the mental health [16–20]. The Colombian armed conflict differs from other

conflicts, particularly because of its chronicity, since it is a long-standing one. Thus, the

study of the EP of ex-combatants provide information that would be useful to help them to

improve their behavior, and to reintegrate into society.

Different techniques have been used to study the EP of Colombian ex-combatants [21–24].

Event-Related Potential technique was used to estimate the ex-combatants emotional valence

attribution in [22]. In their analysis, the researchers only took into account the modulation

in EEG patterns in response to stimuli [22–24].
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In this work, brain connectivity analysis is proposed to evaluate EP of Colombian ex-

combatants. Different neuroimaging techniques are useful to analyze the brain connectivity.

Functional Magnetic Resonance Imaging (fMRI) offers a good spatial resolution about neu-

ral activation among specific brain regions. On the other hand, Magnetoencephalography

(MEG) provides an excellent temporal resolution. However, those neuroimaging modalities

are not practical for this study because they are expensive, they cannot be moved to rural

locations, and they are not feasible for ex-combatants as they may have metal pieces in their

bodies due to combat bullet wound or suffer claustrophobia.

Due to its noninvasiveness, portability, relatively low cost and its good temporal resolution,

EEG is an optimal neuroimaging technique for studying brain dynamics in humans. How-

ever, the interpretation of the connectivity analysis performed at scalp level is difficult and

error-prone, because any neurophysiological interpretation of EEG data is hindered due to

volume conduction uncertainties. That is, each EEG channel is assumed to measures a linear

mixture of neural and non-neural electrical sources whose activities are volume conducted to

the scalp electrodes with broadly overlapping patterns [25,26]. Additionally, they are known

to be contaminated by noise artifacts as eye blinking, eye movements (EOG), muscular con-

tractions (EMG), cardiac signals (ECG) and environmental noise [27]. The artifacts must

be removed in order to reduce misinterpretations [28].

Despite the problems mentioned above, it is important to know how interconnected cortical

areas contributed to the expression of atypical functioning in the EP of ex-combatants.

Then a question arises, is it possible to establish a methodology to characterize the EP of

Colombian ex-combatants using a brain functional connectivity analysis?

1.2. Objectives

1.2.1. General

To develop a brain functional connectivity methodology focused on analyzing emotional

processing from EEG data of Colombian Ex-combatants of illegal armed groups.

1.2.2. Specific

• To analyze the advantages and drawbacks in the theory and implementation of state-of-

the-art techniques in brain connectivity analysis applied to EEG emotional processing

tasks.

• To propose a brain connectivity methodology based on the characteristics of those

techniques that provided better performance when tested on Colombian ex-combatant’s
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data.

• To validate the proposed methodology with emotional processing tasks applied to

Colombian ex-combatants, by previously defining performance metrics to this context.

1.3. Outline

This work is divided into seven chapters. Chapter 2 contains the description of the psy-

chological profile of Colombian ex-combatants and the definition of emotional processing.

Additionally, it contains the theory related to EEG recordings and provides a review of

brain connectivity analysis. Thereafter, the Chapter describes the research setting and pro-

vides a definition of the computerized task used in this study.

Chapter 3 describes each of the steps involved in the acquisition and the preprocessing of

EEG data. This Chapter contains the description of the proposed methodology that we used

to remove the artefactual components in the EEG signals. Additionally, the results of each

the preprocessing step are illustrated over an EEG segment.

Chapter 4 presents a review of five functional brain connectivity metrics. Additionally, the

Chapter contains a comparative performance analysis of these connectivity metrics for clas-

sifying the two groups (ex-combatants vs. control group).

Chapter 5 contains the description of our proposed methodology to find modulations in EP

of Colombian ex-combatants. In this Chapter we present the results of the statistical anal-

yses performed to find significant differences between both groups.

In Chapter 6, the proposed methodology was employed to find differences between the EP

EEG data of ex-combatants after receiving a social cognitive training intervention, and those

who did not receive it.

Finally, Chapter 7 provides the conclusions, the main contribution derived from this study,

and the future work.

1.4. Publications

The following articles were published during the development of this work:

• M. Rodŕıguez-Calvache, A. Quintero-Zea, S. Trujillo, N. Trujillo, and J. López, “Classi-

fying artifacts and neural EEG components using SVM,” in Computational Intelligence
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(LA-CCI), 2016 IEEE Latin American Conference on. IEEE, 2016, pp. 1-5.

• A. Quintero, M. Rodŕıguez-Calvache, S. Trujillo, F. Vargas, N. Trujillo, and J. López,

“EEG Graph Analysis for identification of Ex-Combatants: A Machine Learning Ap-

proach,” in Computational Intelligence (LA-CCI), 2016 IEEE Latin American Confer-

ence on. IEEE, 2016, pp. 1-6.

• A. Quintero-Zea, L. M. Sepúlveda-Cano, M. Rodŕıguez-Calvache, S. Trujillo, N. Tru-

jillo, and J. López, “Characterization framework for ex-combatants based on eeg and

behavioral features,” in VII Latin American Congress on Biomedical Engineering

CLAIB 2016, Bucaramanga, Santander, Colombia, October 26th-28th, 2016. Springer,

2017, pp. 205-208.

• S. Trujillo, S. Valencia, N. Trujillo, J. Ugarriza, J. López, M. Rodŕıguez-Calvache,

J. Rendón, D. Pineda, A. Ibanez and M. Parra, “ Atypical modulations of N170

component during emotional processing and their links to social behaviors in ex-

combatants,” Frontiers in Human Neuroscience, ol. 11, 2017. [Online]. Available:

http://journal.frontiersin.org/article/10.3389/fnhum.2017.00244



2. Theory

2.1. Introduction

In this Chapter, a review of the concepts and techniques that are fundamental to the

understanding of this thesis is provided. The chapter begins with the description of ex-

combatant and their psychological profile, where the concept of emotional processing is

explained. Thereafter, main concepts of EEG and the ways to obtain EEG recordings are

described, as well as different techniques to analyze emotional processing using EEG signals,

that is, event-related potentials and brain connectivity analysis. Finally, the research setting

is reported.

2.2. Ex-combatant

In this work, an ex-combatant is a person who, after being part of an Illegal Armed Group

(IAG), makes a personal or political decision to return to civilian life. According to official

numbers provided by the ACR, by February 2017, 49.550 ex-combatants had started the

process of reintegration with the ACR program. In total, 2.901 ex-combatants were people

between 18 and 25 years old, 32.461 between 26 and 40 years old, 12.625 between 41 and 60

years old and 872 older than 60 years old. Additionally, 86,64% of the ex-combatants were

men. In 2016 the number of active ex-combatants under ACR reintegration program were

15.043 [29].

2.2.1. Psychological Profile of Ex-combatants

The psychological profile of ex-combatants is characterized by poor social-affective cognition

and behavior [30]. Recent studies of Colombian ex-combatants show that they have differ-

ences on the expression of social skills (this is better in ex-combatants [24]), on the empathic

dispositions and also on the emotional recognition compared to civilian people [21–23,30].

In the cognitive domain, ex-combatants level of education is about seven years, although

some of them describe functional illiteracy. Also, a group of them exhibit deficits in the

executive function [21]. In addition, it has been considered that military training also con-

straints autonomous thinking and increases the use of aggressive response to solve everyday

live problems [30, 31]. Taken together, these findings suggest that the chronic exposition to
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combat experiences increases the expression of the atypical socio-cognitive process specially

on EP.

2.2.2. Emotional Processing (EP)

EP is a cognitive process based on the analysis of the positive or negative valence of stimuli

or situations [32]. It is crucial for human adaptation and survival. The process starts when

the subject identifies changes in external or internal circumstances that involve differences

in valence, operating as a trigger situation [33]. EP facilitates a rapid response appropriate

to the social context [34,35].

Determining how ex-combatants are processing emotional information is crucial to provide

an adequate intervention training. Thus, it is necessary to obtain quantifiable information,

which in our case is achieved by analyzing EEG recordings.

2.3. Electroencephalography (EEG)

EEG consists of the recording of the electrical activity generated by the synchronized ac-

tivity of thousands of mainly cortical neurons using electrodes attached to the scalp. EEG

measures the difference between the potential at the location of interest (Sensors) to a refer-

ence point [36]. Due to its temporal resolution in the millisecond range and other properties

such as noninvasiveness, portability and relatively low cost, EEG is a good technique for

studying brain dynamics in humans [37]. The EEG is useful to identify problems such as

sleep disorders, to evaluate the neural basis of changes in the behavioral patterns and in

other cases to assess the activity of the brain after a head injury. EEG is a safety procedure,

subjects do not feel any kind of electrical discharge on the scalp or in another part of the body.

EEG signals are known to be contaminated by noise artifacts. Generally, the artifacts can

be divided into two groups: Environmental and physiological. Environmental noise can be

caused by the power line noise (50/60 Hz), or by the movement of electrodes or cables dur-

ing the EEG registration [27]. The most common physiological artifacts are perhaps those

generated by the frontal and temporal muscles. This includes eyes blinking, eye movements

(EOG), muscular contractions (EMG), cardiac signals (ECG) and pulsations. In addition,

breathing in a rhythmic activity and muscle movement can cause alterations in the EEG

signals. There are also artifacts caused by the skin, if there are deformities, such as scars,

they can change the impedance [27].

As described, there are many types of artifacts, which are inevitable but must be removed

in order to reduce misinterpretations in the analysis of these signals.
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2.3.1. EEG recordings

The two most common ways to obtain EEG recordings are: resting state or task related

procedures. The first strategy is used to study intrinsic activity of the brain [5]. Resting state

data can help to diagnose diseases, cognitive impairments and disturbances in consciousness.

However, resting state lacks of works reporting utility for studying specific variation of the

emotional processing [38]. In the second strategy, the EEG recordings are obtained by

evoking stimuli in the brain using specific tasks. This technique is known as Event-Related

Potentials ERP [39]. Some ERP tasks are useful to stimulate the emotional process in the

brain [40].

2.3.2. Event-Related Potentials ERP

Event Related Potential (ERP) is an electrophysiological activity measure sensitive to eval-

uate different processes such as emotional recognition. Its implementation takes place by

syncing EEG recordings with an experimental cognitive task. ERPs are potentials of early

(i.e., 100-300 ms) and late (i.e., 300-700 ms) latency of the mental processes. The latency

is understood as the time between the association of the stimulus presentation and related

brain responses. These potentials have been widely used in the study of normal functioning

of the human brain, by providing a metric for comparing neurological and psychiatric con-

ditions among subjects or groups. Thus, this comparison is obtained by observing the result

of the synchronization of neuronal subpopulations in response to the processing of auditory,

visual, or somatosensory stimuli [39].

2.4. Brain Connectivity Analysis

Interaction among brain regions within the nervous system have to be understood to explore

the neural basis and mechanisms of any specific cognitive process. A tool to analyze these

interactions is brain connectivity [41]. Brain connectivity refers to different interrelated

aspects of the brain organization. It can be described at several levels: anatomical or

structural, functional and effective connectivity. Fig. 2-1 illustrates the differences among

the structural, functional and effective connectivity, which are explained in the following

subsections.

2.4.1. Structural Connectivity

Structural, also called anatomical connectivity refers to the delineation and assessment of

synaptic, axonal projections, or fiber pathways within certain group of neurons. Therefore,

it describes the physical networks of anatomical links [42]. Structural connectivity can only

be analyzed using structural Magnetic Resonance Imaging (sMRI).
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Figure 2-1.: Brain connectivity analysis is normally divided into three different categories.

Structural connectivity (anatomical links among brain regions), effective con-

nectivity (causal interactions among neurons or neuronal populations), and

functional connectivity (statistical dependencies among neurons or neuronal

populations).

2.4.2. Effective Connectivity

Effective connectivity describes the causal interactions among activated brain areas reflecting

directional effects within a neuronal network. The directionality is usually determined by

the temporal order of activation across the different brain regions [6].

2.4.3. Functional Connectivity

Functional connectivity is defined as the temporal dependency of neural activation patterns

of brain areas. It does not include directionality information. It relies on statistical mea-

sures such as correlation, covariance, spectral coherence, or phase locking. Commonly, the

computation of functional connectivity requires high temporal resolution, then it requires to

use electromagnetic recording techniques such as MEG or EEG [6].

Functional connectivity is modified by life experiences [6, 43], this type of connectivity can

be useful to understand how these contingencies might be disturbing the EP. Therefore, in

this work we will focus on this type of brain connectivity analysis.

2.5. Volume conduction uncertainties

Neural activity is propagated through the head volume to electrodes at scalp level by the

volume conduction [44, 45]. Volume conduction can lead to uncertainties for many but not
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all connectivity analyzes. Uncertainties are due to the fact that the connectivity may reflect

true interactions among electrodes or could be due to those electrodes measuring activity

from a single brain source [45].

Volume conduction uncertainties are illustrated in Fig. 2-2. Ideally, each electrode measures

only the brain activity below them (See Fig. 2-2 Column A) and thus, connectivity among

two electrodes reflects connectivity among two physically distinct brain regions. However,

volume conduction uncertainties occurs for two principal reasons (See Fig. 2-2 (Columns

B/C)):

Figure 2-2.: Volume conduction uncertainties. E1 and E2 represent two electrodes, colored

clouds represent the sources of neural activity. Ideally, each electrode measures

only neural activity below the electrode (A). Each electrode measures activity

from two brain regions (B). Electrical fields can spread through the skull/scalp

(C).

• Brain sources generate electromagnetic fields that are measured by more than one

electrode (See Fig. 2-2 Column B) [45]. In Fig. 2-2, the gray arrow between the

electrodes illustrates measured connectivity, and the blue and orange arrows represent

the electrical activity from the brain sources.

• Electrical fields spread through head tissues (skull, skin, etc.). Thus, they spread to

neighboring electrodes causing further uncertainties for EEG connectivity analysis (See

Fig. 2-2 Column C) [45].

There are several connectivity metrics and each metric is more or less affected by this phe-

nomenon. In Chapter 4, these effects are discussed in more detail.
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2.6. Research Setting

2.6.1. Participants

The ex-combatants that participated in this work were recruited through the ACR program.

Fifty participants took part in the experiment, 30 Colombian ex-combatants (Two female)

from the government’s ACR program and 20 civilian people with no antecedents of being

combatant (paired by gender, age and educational level). All the participants read and

signed an informed consent before the beginning of the study. The study’s procedures and

informed consent were approved by the Bioethical Committee of the Faculty of Medicine

from University of Antioquia, Medellin, Colombia.

None of the participants manifested to have psychiatric, neurological or drug abuse disorders.

Demographic information is provided in Table 2-1 (M= Mean, SD= Standard Deviation).

A Wilcoxon signed-rank test was performed in order to ensure consistency across groups for

age, gender and educational level differences, p-values are reported in the last column of

Table 2-1.

Table 2-1.: Descriptive statistics of demographic variables.

Ex-combatants Civilians p-values

n=30 n=20

Gender (female:male) 2:28 2:18 0.678

Age (years)
M=37.5 M=36.15 0.589

SD= 8.22 SD=9.17

Educational level (years)
M=10.33 M=11.05 0.373

SD= 3.10 SD=2.14

2.6.2. Emotional Processing Experimental Task

Participants performed an emotional categorization task based on the International Affec-

tive Picture System (IAPS) [8]. The task aims providing a standardized group of real-life

pictographic stimuli for use in experimental research. This system consists of a set of visual

stimuli with a wide range of semantic categories (positive, negative and neutral), positive

and negative images contain high emotional intensity. These visual stimuli generate emo-

tional activation in a similar way to real conditions: induction of mental representations,

psycho-physiological changes, and facial action [9].

The task was designed in the E-prime Software [46]. Participants were asked to categorize

the stimulus displayed on a computer screen according to their valence, responding whether
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the stimuli were positive, neutral or negative as quickly as possible. In total, 60 images were

selected from the IAPS according to their Colombian validation [47]. The task was divided

into four blocks. Each block consisted of 60 trials with images (20 positive, 20 neutral and

20 negative). Each stimulus was presented randomly per block, in total 240 stimulus were

presented.

IAPS images were controlled in brightness, color and intensity. They were presented in a

17-inch screen, 60 cm apart from the participant. Fig. 3-1 shows the task sequence.

Figure 2-3.: Stimulus design. The trial starts with a fixation cross, followed by a random

Inter-stimulus Interval (ISI) between 700 and 1000 ms. The target stimulus is

presented for 500 ms. Participants must response within 10 s.

The task sequence consists of four steps per trial as shown in Fig. 3-1:

1. A fixation cross is presented for 1000 ms, in order to promote attentional focus on the

center.

2. A random inter-stimulus interval ranging from 700 to 1000 ms. This avoids habituation

and the prediction of the next stimulus presentation.

3. The stimulus. IAPS images with difference valence: positive, negative or neutral. This

step has a duration of 500 ms.

4. A response time of maximum 10 s.
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2.7. Summary

This Chapter described the main concepts used in this study for the characterization of EP

of Colombian ex-combatants using brain connectivity analysis. Aspects of the psychological

profile of ex-combatants were presented and an emotional task based on the IAPS (that is

used in this work to generate emotion) is explained. Additionally, the definitions of EEG and

different measures used to estimate cognitive processes from EEG recordings were presented.

For instance, ERP was described as a classic measure used to evaluate different processes

such as emotional recognition, and an overview about brain connectivity analysis and its

categories: structural, effective and functional is provided.

As mentioned in this Chapter, before using EEG signals for any analysis, the removal of the

artifactual noise is essential. The next Chapter describes the preprocessing stages developed

in this work.



3. Preprocessing of EEG Emotional

Processing Data

3.1. Introduction

EEG has been widely used in many fields such as clinical research, biomedical engineering,

and cognitive science [48]. It is also known that cognitive tasks have been synchronized with

EEG recordings in order to expand the evidence on how the brain performs the processing

of emotional information. However, EEG signals are often contaminated by environmental

noise and physiological factors commonly known as artifacts, which affect the quality of the

signal. Then, the preprocessing of EEG signals is a crucial stage when analyzing any dataset.

This chapter describes the methodology used to preprocess the EEG data acquired. An

automatic method was developed to classify between artifactual and neural components

of EEG signals using Independent Component Analysis (ICA) and a Support Vector Ma-

chine (SVM). Additionally, this chapter contains the results of our proposed preprocessing

methodology.

3.2. Data Acquisition

EEG data were acquired by the mental health (GISAME) research group of University of

Antioquia. EEG registers were acquired with a 64-electrode NeuroScan EEG SynAmps2 am-

plifier [49] at a sampling rate of 1000 Hz and 24-bit resolution. The electrodes were placed

according to the international 10-20 system [50,51].

During the registration the participants performed the emotional categorization task based

on IAPS described in the Section 2.6.2. Participants were seated in a comfortable chair

in front of a computer monitor at a distance of 60 cm, located in a Faraday cage with the

lights-off for guaranteeing isolated electric conditions (See Fig. 3-1). Participants were asked

to try not to blink, move, nor speak while performing the task. We use the software Scan

4.5 for recording the data [49]. Fig. 3-1 shows the position of the most important elements

during the data acquisition.
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Figure 3-1.: EEG acquisition scheme. Devices that may generate environmental artifacts

were placed outside the Faraday cage

The impedances were maintained below 10 kΩ in order to obtain a good conductivity between

the scalp and the electrodes. Fig. 3-2 shows the electrode impedances once they have been

corrected. After correcting the impedances, EEG signals were recorded. EEG recordings

were preprocessed with the EEGLab toolbox for MATLAB [52]. Fig. 3-3 shows a segment

of one signal, the initial state over each of the sources (electrodes). It can be seen a lot of

noise over the entire segment. The power line noise is identified as a low frequency periodic

behavior throughout the signal.

Figure 3-2.: Impedances between the electrodes and the scalp. The colors that appear on

the screen are in a range from an intense pink that indicates 50 kΩ to a gamma

of blues that indicates that the impedance is below of 10 kΩ.
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Figure 3-3.: Section of an EEG recording. Showing time in x-axis and 64-channels in y-axis.

The noise can be observed at all electrodes.

3.3. Downsampling

The first step in the preprocessing was to downsample the signal. The term downsampling

refers to the process of reducing the sampling rate of a signal. In this case from 1000 Hz to 500

Hz. Downsampling was implemented using the pop\_resample() function from EEGLab

Toolbox [52], which employs a zero-phase antialiasing filter prior to downsampling.

3.4. Off-line Re-reference

Second step is to re-reference the signals using a common reference for all the channels. In

this case the EEG data was re-referenced to mastoids using pop\_reref() function from

EEGlab Toolbox [52]. Fig. 3-4 shows the downsampling and the off-line re-reference results.

In Fig. 3-4 we can observe the changes in the same portion of the signal in Fig. 3-3. A

reduction of noise can be observed as a result of re-referencing to mastoids process.

3.5. Filtering

To reduce environmental artifacts (power line noise) in the EEG data and to extract specific

frequency bands associated with the human cognition, it is necessary to filter the signals

before epoching or artifact removal. In this case a band-pass IIR digital filter was applied

using pop\_eegfilt() function from EEGLab Toolbox [52]. The cutoff frequencies were 0.1
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Figure 3-4.: Section of an EEG recording. A decrease in the the signal noise can be observed

for each of the sources (electrodes) after performing the downsampling and the

off-line re-reference.

and 60 Hz and the order was 12. Fig. 3-5 shows the same portion of the signal of Fig. 3-4

at the same scale. A noise reduction, specially the elimination of power line noise can be

seen once the filtering was performed.

Figure 3-5.: Section of an EEG recording. The behavior of the signal can be observed after

performing the band-pass IIR filtering. Figure shows a decrease in the noise

and the absence of power line noise.
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Adittionally, in order to illustrate the effect of the digital filter on the frequency, an electrode

was taken from the frontal region (FP1) and two spectrogram were created before (Fig. 3-6)

and after applying the filter (Fig. 3-7), using the MATLAB spectrogram function.

Figure 3-6.: Spectrogram of one EEG recording before performing the band-pass IIR fil-

tering. Figure shows that the power of the signal was distributed in all the

frequencies.

Figure 3-7.: Spectrogram of one EEG recording after performing the band-pass IIR filter-

ing. Figure shows that the power of the signal was distributed in the cutoff

frequencies.

3.6. Artifacts and Neural Component Classification

As mentioned, EEG signals are contaminated by environmental and biological artifacts that

must be removed in order to reduce misinterpretations. The hypothesis that an artifactual
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component is statistically independent from the rest of the signals is widely accepted [53–56].

Therefore, the Independent Component Analysis (ICA) has been used to remove artifacts

from EEG signals [57]. ICA results must be analyzed by an expert, who classifies each com-

ponent individually. This inspection is slow and human error prone [28].

Then, here, we propose to use the Infomax ICA algorithm combined with C-SVM for classify-

ing between neural and artifacts EEG components. This classifier would severely reduce the

processing time. It is based on ICA and a robust technique to classify large datasets called

Support Vector Machine (SVM). Another database of GISAME research group was used to

train and validate the proposed approach. The database consists of the EEG recordings

obtained from 32 subjects that performed an EP experimental task with the same protocol

previously mentioned in the Section 2.6.2. The participants were 32 young university stu-

dents (15 female, Mean=22 years old, STD=4 years). The exclusion criteria for the sample

were history of neurological diseases and presence of visual impairments [28].

3.6.1. Independent Component Analysis (ICA)

ICA is a solution to the Blind Source Separation (BSS) problem. It consists in obtaining

unmixed components of a mixed register. For the EEG signals, the model is an n×m system

with same number of unmixed components (brain sources, n = 1, 2, . . . , N) as observations

(electrodes, m = 1, 2, . . . ,M), i.e., N = M . These unmixed components:

S(t) = [s1(t), s2(t), . . . , sN(t)]>, t = 1, 2, . . . , T, S(t) ∈ RN×T (3-1)

are independent in terms of variance and conform the original signal X(t) ∈ RM×T , where

T is the total number of the time samples in the register. Then, X(t) is a weighted sum or

linear combination whose columns are computed as:

xi(t) =
N∑
j=1

aij sj(t), i = 1, 2, . . . ,M, xi(t) ∈ RT (3-2)

where aij ∈ RM×N , are real coefficients. The objective behind ICA is to estimate independent

(in variance) components of the obtained data [58]. To achieve this, the first step is to

estimate the matrix A (commonly known as mixed matrix) that contains the aij elements.

Thereafter, we compute the inverse of the matrix A, called weighted matrix W ∈ RM×N

using the Infomax algorithm for ICA. Infomax is an algorithm proposed in [59] for BSS

and consist in maximizing the output entropy for computing W. Finally, the independent

components are obtained with:

Ŝ(t) = W X(t). (3-3)
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This methodology is widely used in EEG because ICA allows decomposing the signals into

different independent components. Some of them are expected to be sources of artifacts,

while the others pure brain activity. Noise artifacts could be physiological or technical; all

of them are assumed to be normal independent sources, i.e., orthogonal variance components.

In this study, the infomax ICA algorithms are used from pop\_runica() function of EEGLab

Toolbox to decompose the EEG signals [52]. The weights W from ICA provide the weights

at each electrode. In case of EEG data, the ICA components are expected to be independent

from each other, e.g., eye blink, EOG, ECG or EMG. These weights give the scalp topogra-

phy of each component, and provide evidence of their physiological origins [60,61].

For each register, 64 components were generated and analyzed. Each component of the

inverse weighted matrix is labeled by an expert as artifact or neural, depending on how

its topography map looks like (such as in Fig. 3-8). Fig. 3-8 illustrates the differences in

topography of the features used for classification. Neural components are shown in the A

and B columns of the figure, and artifactual components in the C and D columns.

Figure 3-8.: Topographic plots illustrating the differences between the ICA topographies

containing artifactual and neural components. The third and forth columns

contains eyes blinking and ECG artifactual components respectively.

A strong activation focused in the front of the head usually corresponds to eye blinking, such

as the image shown in the C column of Fig. 3-8 [28]. In the ECG artifacts the activation

is at the bottom of the D column of Fig. 3-8. After the labeling process, the final database

consisted of 1.574 neural and 474 artifact components.

3.6.2. Support Vector Machines (SVM)

Once the independent components are estimated, a SVM was used. SVM is a classifier devel-

oped on statistical learning theory by Vapnik [62] and modified by Cortes and Vapnik [63].
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SVM is a type of supervised learning algorithms based on the idea of finding an optimal

hyperplane to separate data points of two classes.

There are several studies reporting artefactual removal using BSS algorithms and SVM clas-

sifiers. In [64], the authors proposed a method to remove ocular artifacts (eye blinks and

EOG) using the BSS Second-Order Blind Identification (SOBI [65]) algorithm and a SVM.

They tested their classifiers using 200 independent components, 100 components which con-

tains eye blinks and 100 free of artifacts components [64]. Additionally, in [66] a combination

of two BSS algorithms with SVM was proposed to isolate EMG and EOG artifacts. In their

study the authors evaluated one BSS algorithm (AMUSE [67]) and three ICA algorithms

(JADE [68], Infomax [59] and FastICA [69]) to determine their artifact isolation capabilities.

Then, four SVMs were trained with data recorded specifically for this purpose. The SVMs

were all trained with a balanced database (equal number of artifacts and nonartifacts). After

the selection of the best performing algorithms, they decided to work with a combination

between AMUSE and Infomax.

Additionally, [70] presented a two stage artifact removal tool for EOG and EMG. In the

first stage the classification of the EOG artifacts was done with the combination of AMUSE

algorithm and SVM and in the second stage the classification of EMG was done with the

Infomax algorithm and SVM. The database for training the SVMs contained 2000 samples,

with one half being artifact-contaminated and the other half artifact-free.

Despite the aforementioned works exhibit classifiers with an accuracy up to 99%, they exclu-

sively remove some physiological artifacts (See Table 3-4). In some cases [64,66,70] authors

train their SVM approaches with balanced databases, disregarding that artifacts and neural

components are highly unbalanced. SVM (and in general any learning algorithm) is highly

sensitive to unbalanced data, as they tend to classify all samples as belonging to the dom-

inant class, which affects the accuracy. Then, in [71] the FastICA algorithm was used to

decompose the EEG signals in independent components. The independent components were

used as inputs to classify EOG and ECG artifacts using a weighted support vector machine

C-SVM. C-SVM manage the unbalanced nature of independent components. SVM operation

is shown as follows [72]:

Given the training dataset:

Z = {(pi, qi) |pi ∈ Rn, qi ∈ {−1, 1}, i = 1, 2, . . . ,m} (3-4)

where pi is a data vector and qi is the corresponding output. The problem is to find the

optimal hyperplane which divides the group of points pi depending on the desired output.

Here, it is intended to maximize the distance between the hyperplane and the nearest point
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pi of any of the groups. Any hyperplane can be written as the set of points pi satisfying

w>p+b = 0, where w is a vector normal to the hyperplane and b is the bias of the hyperplane.

If the training dataset are linearly separable, it is possible to find two parallel hyperplanes

that divided the two classes, in which the distance between the classes is maximum. The

region between these two hyperplanes is called the ‘hard margin’. The hyperplane that di-

vides the region into two equal parts is called ‘maximum-margin hyperplane’. For finding

the maximum-margin hyperplane it is necessary to solve the following optimization problem:

minimize
‖w‖

, subject to: qi(w
>pi + b = 0) ≥ 1, for i = 1, . . . ,m. (3-5)

The maximum-margin hyperplane is defined by the pi which lie nearest to it. These pi are

called support vectors. This problem of constrained optimization corresponds to a problem

of quadratic programming and is approachable by the theory of optimization. This theory

establishes that a problem of optimization called ‘primal’ has a ‘dual’ form if the function

to be optimized and the constraints are strictly convex functions. In these circumstances,

solving the dual problem allows to obtain the solution of the primal problem. However,

the problem is impractical because the real problems that are usually characterized have

imperfect data and linearly not separable.

In those cases, in which some dataset are not completely linearly separable, it is required to

introduce a set of positive real variables ξi called slack variables. Each ξi is a slack variable

that stands for the distance from pi to the hyperplane and allows to quantify implicitly the

number of non-separable cases that it is admitting, that is:

qi(w
>pi + b) ≥ 1− ξi, ξi ≥ 0, i = 0, . . . ,m. (3-6)

The sum of all the slack variables
∑m

i=1 ξi allows us to measure the cost associated with

the number of non-separable cases. The higher this sum, the greater the number of non-

separable cases. According to the Eq. (3-6), it is no longer possible to propose a single aim

to maximize the margin, because we could do it at the cost of misclassifying too much data.

Therefore, the optimal hyperplane can be formulated as the following optimization problem:

minimize
w,b,ξ

1

2
‖w‖2 + C

m∑
i=1

ξi,

subject to qi(w
>pi + b) ≥ 1− ξi,

ξi ≥ 0, i = 1, . . . ,m,

(3-7)
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where C is the penalty factor. The defined hyperplane is called ‘soft margin’ hyperplane. To

transform the original optimization problem (‘primal’ problem) to its ‘dual’ form at a firs

step, we have to obtain the Lagrangian function:

L(w, b, ξ, α, β) =
1

2
‖w‖2 + C

m∑
i=1

ξi −
m∑
i=1

αi[qi(w
>pi + b) + ξi − 1]−

m∑
i=1

βiξi (3-8)

Second step consist into apply Karush-Kuhn-Tucker (KKT) conditions:

∂L

∂w
≡ w −

m∑
i=1

αiqipi = 0 (3-9)

∂L

∂b
≡

m∑
i=1

αiqi = 0 (3-10)

∂L

∂ξi
≡ C − αi + βi = 0, i = 1, . . . ,m (3-11)

αi[1− qi(w>pi + b) + ξi] = 0, i = 1, . . . ,m (3-12)

βi · ξi = 0, i = 1, . . . ,m
(3-13)

Finally, the dual problem is formalized:

maximize
m∑
i=1

αi −
1

2

m∑
i,j=1

αiαjqiqj(κ(pi,pj))

subject to
m∑
i

αi qi = 0,

0 ≤ αi ≤ C, i = 1, . . . ,m

(3-14)

Solving the optimization problem for quasi-linearly separable problems (Eq. (3-14)) will

allows to express the optimal separation hyperplane in terms of α. However, the optimization
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problem obtained is not directly applicable when the database is non-linearly separable. To

solve these problems, it is necessary to convert it into the following Lagrangian dual problem:

minimize
α

1

2

m∑
i=1

m∑
j=1

qi qj αi αj κ(pi,pj)−
m∑
j

αj

subject to
m∑
i

αi qi = 0,

0 ≤ αi ≤ C, i = 1, . . . ,m

(3-15)

where κ(pi,pj) represents a kernel function κ : X × X → R. The kernel is a function that

assigns to each pair of elments of the input space, X, a real value corresponding to the scalar

product of the images of those elements in a new space. This function allows to work in a

high-dimensional space without the requirement of computing the coordinates of the data

in that space. The decision function finally becomes:

f(p) =sgn(
∑m

i αi qi κ(pi,p) + b) (3-16)

In this case, the vectors pi with αi > 0 are the support vectors. Any function that satisfies

Mercer’s theorem can be used as a kernel function [73]. In this work we used three types of

kernels:

The sigmoid: κ(u,v) = tanh
(
γu>v

)
The polynomial: κ(u,v) =

(
γu>v

)d
,with values of d = 2, 3

The Gaussian (or radial basis): κ(u,v) = exp
(
γ ‖u− v‖2) (3-17)

For model selection of the C-SVM classifier, the penalty factor C and the parameter γ of

the kernels must be tuned by minimizing the estimated generalization error.

The C-SVM was implemented in MATLAB version 8.5 (R2015a) using the libsvm library

[74]. The classification performance of four C-SVM designs with different Kernels (Sigmoid,

Polynomial degree 2, Polynomial degree 3 and Radial Basis Function -RBF-) were compared

to find the best fitted model. The C-SVM performances were obtained using k-fold cross-

validation with 10 folds for each case. The performances of the classifiers were evaluated using

the following metrics: sensitivity – True Positive Rate (TPR), specificity – True Negative
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Rate (TNR), and accuracy (ACC).

TPR =
TP

TP + FN
× 100%

TNR =
TN

FP + TN
× 100%

ACC =
TP + TN

TP + FN + FP + TN
× 100%

(3-18)

For this, the artifacts components were the positive condition and the neural components

were the negative one.

3.7. Epoching and Baseline Correction

After identifying the artifactual independent components, they were removed and the orig-

inal configuration (64-channel EEG) of the signals were reconstructed. Then, the registers

were segmented from 200ms and 800ms prior and after the stimulus, respectively. For each

epoch, also called trial, the stimulus are recognized in the EEG registers as numbers which

correspond to each valence of images, for the emotional processing task the conditions are

negative, neutral and positive respectively.

The baseline correction was performed by subtracting the mean of the signal during the

time window from 200 to 0ms prior to the stimulus. Epoching and baseline correction were

performed using the EEGLAB’s pop\_epoch() function.

3.8. Visual Noise Rejection

Each trial was inspected for leftover noise in the signals to make sure only clean segments

go forward for later analysis. Finally, four electrodes (HEO, VEO, CB1 and CB2) were

excluded as they did not record neural activity. Fig. 3-9 shows the rejecting of an epoch

by visual inspection. In the Fig. 3-9 it is possible to identify the segment contaminated in

green, because there is an irregular peak which is marked in the green box. The rest of the

signal does not have more visible anomalies.



28 3 Preprocessing of EEG Emotional Processing Data

Figure 3-9.: Selection of noisy segments. Highlighted in green, it can be seen a segment with

an abnormal peak.

3.9. Results

In this Section, the results of the artifacts and neural components classification are showed.

Also, the result of the all preprocessing steps is illustrated.

3.9.1. Artifacts and Neural Component Classification

Different weights to the penalty factor C were assigned for each class depending on the num-

ber of data per class, to compensate the unbalance in the data. Thereafter, the obtained

database is divided for SVM training (90%) and final testing (10%) maintaining unaltered

the unbalance among classes.

The weight of C for the positive condition (or class 1) was:

W1 =
neural components

total components
= 0.768 (3-19)

and the weight of the negative condition (or class 0) was:

W0 =
artifactual components

total components
= 0.231 (3-20)
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A grid search was performed with the training database to find the best parameters (C

and γ) for the C-SVM classification with the different Kernels Eq. (3-17). We used cross-

validation with 10 folds for each case.

Table 3-1 provides the results for the model selection for every kernel used in the C-SVM.

Table 3-1.: Grid search results for C and γ.

Kernel Type Best C Best γ

Sigmoid 2408 1.220E-04

Polynomial degree 2 0.03 0.5

Polynomial degree 3 0.125 0.0313

Radial Basis Function 0.693 2.32

Table 3-2 summarizes the classification results. These results demonstrate that the C-SVM

with RBF Kernel outperformed the other three models in specificity and accuracy, while the

C-SVM with Polynomial degree 2 Kernel outperformed the others in sensitivity.

Table 3-2.: Training results with best fitted parameter values after a grid search with C-

SVM.

Kernel Type
TNR TPR ACC

(Conf. Interval) (Conf. Interval) (Conf. Interval)

Sigmoid
88.50% 73.60% 77.10%

(87.00% - 89.90%) (71.50% - 75.60%) (75.10% - 79.00%)

Polynomial degree 2
96.00% 87.50% 89.50%

(95.00% - 96.80%) (85.90% - 89.00%) (88.00% - 90.80%)

Polynomial degree 3
92.50% 94.80% 94.30%

(91.20% - 93.70%) (93.60% - 95.70%) (93.10% - 95.30%)

Radial Basis Function
89.20% 99.20% 96.90%

(87.70% - 90.60%) (98.70% - 99.60%) (96.00% - 97.60%)

The designed models were validated with data not used in training. The validation dataset

consisted of 47 artifact components and 157 neural components. Table 3-3 summarizes the

results for each C-SVM design.
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Table 3-3.: ICA - C-SVM validation results

Kernel Type
TNR TPR ACC

(Conf. Interval) (Conf. Interval) (Conf. Interval)

Sigmoid
87.20% 74.50% 77.50%

(85.50% - 88.60%) (72.50% - 76.50%) (75.40% - 79.30%)

Polynomial degree 2
80.90% 75.20% 76.50%

(78.90% - 82.60%) (73.20% - 77.20%) (74.50% - 78.40%)

Polynomial degree 3
87.20% 94.30% 92.60%

(85.50% - 88.60%) (93.10% - 95.30%) (91.30% - 93.80%)

Radial Basis Function
87.20% 98.10% 95.60%

(85.50% - 88.60%) (97.30% - 98.70%) (94.50% - 96.40%)

The results in Tables 3-2 and 3-3 show that the model with the better performance is the

C-SVM with RBF Kernel, with 95.6% of accuracy in validation. This result was consistent

with the training results (96.9%).

The performance results obtained with the RBF C-SVM are comparable to other works in

the literature [64, 66, 70, 71] described in Section 3.6.2. Table 3-4 compares the accuracy

obtained with the proposed approach with the state-of-the-art methods.

Table 3-4.: Comparison between the proposed method and four benchmark methods.

Classifier Reported accuracy Physiological rejected artifacts

Proposed ICA-CSVM [28] 95.60% Eye Blink, EOG, ECG, EMG

SOBI SVM [64] 92.00% Eye Blink, EOG

AMUSE-ICA SVM [66] (91.51% - 99.62%) Eye Blink, EOG, EMG

ICA- CSVM [71] 95.67% EOG, ECG

AMUSE-ICA SVM [70] 90.00% EOG, EMG

As described in Section 3.6.2, the authors of the related works used their classifiers with

two or more SVM to reject the physiological artifacts, between ocular artifacts or muscular

artifacts. We try to use the features presented in the images of the components in order

to discriminate four kinds of physiological artifacts using only one SVM. Additionally, our
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proposed method was the combination of the best ICA algorithm selected in [66] and C-SVM

to deal with the unbalanced databases. Our approach has the advantage of only using the

ICA weights as features to train the model, i.e., it was not necessary to use more than one

C-SVM to discriminate artifacts from neural components on EEG recordings. This charac-

teristic provides robustness and repeatability to the method.

The final preprocessing results are shown in Fig. 3-10. Fig. 3-10 shows that there are no

abrupt changes or large peaks along the section of the signal that was selected as example

to this Chapter.

Figure 3-10.: Results of the pre-processing. A clear reduction in the initial noise can be

observed in all electrodes along the whole segment.

3.10. Summary

In this Chapter, a methodology for preprocessing EEG data was developed. The first step

was to downsample the signal to 500 Hz, followed by a re-reference to the mastoids and a

band-pass filtering from 0.1 to 60 Hz.

Additionally, an ICA – C-SVM classifier was developed to discriminate artifactual from neu-

ral components on EEG recordings. The proposed methodology uses the columns of the

inverse matrix obtained from the ICA decomposition of each EEG signals. The proposed

approach was tested with real EEG recordings from a visual attention study. Results show

that the proposed approach has the ability to isolate the artifactual components with high
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accuracy, and it can eliminate physiological and external noise from the EEG signals. The

model that best classified artifacts and neural components was a weighted C-SVM with RBF

Kernel. the proposed methodology outperforms similar methodologies proposed in the lit-

erature, mainly because it only takes into account a reduced set of features extracted from

the ICA decomposition of the signals.

The artifactual free signals were segmented into three tasks conditions, and a baseline correc-

tion was performed. Finally, a visual artifact inspection was performed in order to eliminate

the leftover noise present in the segmented data.
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4.1. Introduction

Functional connectivity has been employed to evaluate EP of clinical populations with psy-

chiatric disorders such as autism [75, 76] or schizophrenia [77, 78]. Additionally, functional

connectivity has been used in the analysis of EP in adolescent depression [13, 14]. Thus, it

is suggested that functional connectivity analysis can be useful for the evaluation of the EP

of subjects without clinical conditions but with special characteristics, such as the exposure

to an armed conflict.

The main objective of this Section is to select a functional connectivity metric. To achieve

this, an explanation about how five of these connectivity metrics work is provided. Addition-

ally, the brain regions of interest for this work were selected. Finally, the performances of

the functional connectivity metrics when classifying the EP of both groups (ex-combatants

vs. civilian people) were compared.

4.2. Metrics for functional connectivity analysis

There are several connectivity metrics used to estimate how different brain areas are working

during an experimental task. Functional connectivity is assessed by metrics that find the

existence of any type of covariance between two neurophysiological signals without providing

any causal information. In the next subsections five metrics divided into three different

categories are described (see Fig. 4-1).

Figure 4-1.: Functional connectivity metrics are divided into three categories. Metrics that

are computed from the time, frequency or phase domain of the EEG signals.



34 4 Selection of The Connectivity Metric

As shown in Fig. 4-1, functional connectivity metrics are not represented only in the fre-

quency domain. Then, before performing some functional connectivity analysis, it is neces-

sary to extract specific frequency bands associated with human cognition. Five frequency

bands of the preprocessed EEG signals were filtered:

• Delta (0.10Hz-3.99Hz).

• Theta(4.00Hz-7.99Hz).

• Alpha (8.00Hz-13.99Hz).

• Beta (14.00Hz-29.99Hz).

• Gamma (30.00Hz-59.9Hz).

The Delta rhythms are slow waves which characterized the EEG during the stages of deep

sleep. Its amplitude increases in sleep-deprived subjects and markedly in children. However,

in an awake adult, the presence of these waves is associated with pathological disorders

[79]. The Theta waves are predominant during somnolence and in the early stages of sleep.

Although they have also been recorded during tasks involving functional memory [80]. In an

awake and relaxed subject, the Alpha waves are mainly recorded in the occipital areas and are

associated as a characteristic rhythm of the inactive state and their activity can be blocked

by opening and moving the eyes, evoking an image or performing a mental activity [80].

Beta waves are faster waves, dominant in the EEG of an adult awake and with eyes open.

The amplitude of these waves decreases when imagining movements and is prominent during

anticipation of an event [81]. Activity higher than 30 Hz is called Gamma rhythm and is

related to attention, response to certain sensory stimuli and processes involving short-term

memory [82].

4.2.1. Pearson’s Correlation Coefficient (COR)

Pearson’s correlation coefficient is a commonly used correlation metric. COR is defined

as the covariance of two signals scaled by their corresponding variance and measures the

temporal linear correlation between them. If x(t) ∈ RTe and y(t) ∈ RTe are EEG signals at

two different electrodes, and Te the number of time samples per each epoch (trial), the COR

between them rxy is defined as:

rxy =

Te∑
t=1

(x(t)− x̄)(y(t)− ȳ)√√√√ Te∑
t=1

(x(t)− x̄)2

Te∑
t=1

(y(t)− ȳ)2

, t = 1, 2, . . . , Te (4-1)
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Where x̄ is the sample mean of x(t):

x̄ =
1

Te

Te∑
t=1

x(t) (4-2)

and analogously for ȳ. The result of computing rxy is a scalar value at a given time window.

For zero mean and unit variance signals, rxy is defined as:

rxy =
1

Te

Te∑
t=1

x(t) y(t) (4-3)

The range of COR is -1 ≤ rxy ≤ 1. When rxy=-1, signals x(t) and y(t) have complete linear

inverse correlation. If rxy=0, the signals have no linear interdependence, while rxy=1 means

complete linear direct correlation between the two signals. Therefore, higher correlations

indicate stronger functional connection between the related signals.

4.2.2. Cross-Correlation function (XCOR)

Cross-Correlation is the cross-covariance of two EEG signals x(t) ∈ RTe and y(t) ∈ RTe at

two different electrodes, scaled by the variance of each one of them [83]. With Te the number

of time samples per trial, the XCOR measures the linear correlation between the signals as

a function of time:

Cxy =

Te−τ∑
t=1

(x(t− τ)− x̄)(y(t)− ȳ)√√√√Te−τ∑
t=1

(x(t)− x̄)2

Te−τ∑
t=1

(y(t)− ȳ)2

, t = 1, 2, . . . , Te − τ (4-4)

where x̄ and ȳ are the sample mean of x(t) and y(t) respectively, and τ is the time lag that

is determined by the argument of the maximum XCOR:

τ = arg max
t

(Cxy) (4-5)

When τ =0, XCOR is equal to the Pearson’s correlation coefficient. For zero mean and unit

variance signals, it is defined as:

Cxy =
1

Te − τ

Te−τ∑
t=1

x(t− τ)y(t) (4-6)
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The result of Cxy is a scalar value at a given time window. XCOR values range between

-1 and 1. When Cxy(τ)=-1, signals x(t) and y(t) have complete linear inverse correlation.

When Cxy(τ)=0, signals x(t) and y(t) have no linear interdependence at the time lag τ , and

Cxy(τ)=1 represents complete linear direct correlation between the two signals at the time

lag τ .

4.2.3. Coherence function (COH)

Coherence refers to the linear relations between signals at a specific frequency. COH is de-

fined as the absolute value of the complex coherency also know as Coherency [84]. Coherency

measures how the phases in two different channels are coupled to each other. Coherency is

calculated by the cross-spectral density function Sxy of two EEG signals x(t) ∈ RTe and y(t)

∈ RTe of distinct brain regions (electrodes), normalized by their individual auto-spectral

density functions.

If xan(t) and yan(t) are the analytic signals of x(t) and y(t) respectively, defined as:

xan(t) = x(t) + ix̃(t) = Axe
iφt

yan(t) = y(t) + iỹ(t) = Aye
iφt

(4-7)

where Ax =
√

x̃(t)2 + x(t)2 and φt = arctan x̃(t)
x(t)

are the amplitude and phase of xan(t)

respectively, and similarly for yan(t). x̃(t) and ỹ(t) are the Hilbert transforms of x(t) and

y(t), computed by:

x̃(t) =
1

π

∫ −∞
∞

x(τ)

t− τ
dτ

ỹ(t) =
1

π

∫ −∞
∞

y(τ)

t− τ
dτ

(4-8)

The cross-spectral density function is defined as:

Sxy =E[AxAye
i∆φt ] (4-9)

where E[·] is the expected value operator and ∆φ is the phase angle difference between

the signals. Then, the cross-spectral density function is the average of ei∆φt weighted with

the product of the amplitudes Ax and Ay at a frequency f . Then, complex coherency is

calculated as:

Cxy =
Sxy(f)√

Sxx(f)Syy(f)
(4-10)
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Then, COH coefficients are computed for each frequency f as follows:

Γxy =
|Sxy(f)|2

Sxx(f)Syy(f)
(4-11)

The operation of Eq.(4-11) puts coherence on a scale from 0 to 1, with 1: complete coherence,

and 0: complete independence between x(t) and y(t) at frequency f .

4.2.4. Imaginary Part of Coherency (ICOH)

Coherency between signals can be defined as their cross-spectral density function divided

by the product of their auto-spectral densities. When complex values of the coherency

are projected onto the imaginary axis, the ICOH is obtained [85]. ICOH is a metric of

phase-synchronization between two signals x(t) ∈ RTe and y(t) ∈ RTe which uses the same

equation as that for COH Eq.(4-11), except that the imaginary part of coherency is taken

before computing the magnitude, as following:

ICxy =
E[AxAy sin(∆φt)]√

E[A2
x]E[A2

y]
(4-12)

ICOH is zero when the cross-spectrum between the two EEG signals x(t) and y(t) has a 0◦

or 180◦ phase, and maximum when the cross-spectrum has a phase of ±90◦. Then, ICOH

is not affected by the 0◦ or 180◦ cross-spectral relationship between the volume-conducted

activities of a single source at two separate sensors.

Discarding contributions to the connectivity estimate along the real axis explicitly removes

instantaneous interactions that are potentially spurious due to field spread of volume con-

duction. Thus, ICOH captures true source interactions at a given time lag [85].

4.2.5. Phase-Lag Index (PLI)

Phase-Lag Index is another metric of phase-synchronization that measures the asymmetry of

the distribution of phase differences between two signals [86]. PLI is based on the imaginary

component of the cross-spectrum, then, it is not spuriously affected by the volume conduction

from a single source’s activity to two separate sensors, or by a common reference. PLI is

computed by averaging the sign of the phase difference between the two signals, x(t) ∈ RNe

and y(t) ∈ RNe per observation:

PLIxy = |E[sgn[(∆φt)]]| (4-13)
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PLI ranges between 0 and 1. When PLIxy = 0 there is no coupling between the signals x(t)

and y(t), when PLIxy = 1, there is perfect phase locking at a value of ∆φt between the both

signals.

4.3. Classification

To select one of the five functional connectivity metrics, their performances when classifying

ex-combatants vs. civilian people using linear discriminant analysis were compared for each

condition of the emotional processing experimental task (negative, neutral and positive), in

the RoIs described in Section 4.4 and for each frequency band described in Section 4.2.

4.3.1. Linear Discriminant Analysis (LDA)

LDA is a data analysis technique proposed by R. Fisher in 1936 with the objective of solving

a pattern recognition problem [87]. LDA consists on finding a linear combination of features

that characterizes or separates two or more classes. That is, finding the optimal hyper-

plane that minimizes the within-class variance and maximizes the separation between the

projected means of classes [88]. Mathematically speaking, if Sw and Sb are the within-class

and between-class scatter matrices respectively, for c different classes of Nj samples, the

optimization problem can be formulated as:

minimize
Sw

Sw =
c∑
j=1

Nj∑
i=1

(uij − µj)(uij − µj)>,while,

maximize
Sb

Sb =
c∑
j=1

(µj − µ)(µj − µ)>,

(4-14)

where uij is the ith sample of class j, µj is the mean of class j and µ is the mean of

all classes. If Sw is a non-singular matrix, one option to solve the optimization problem

consists on maximizing the ratio det|Sb|
det|Sw| . This ratio is a maximum when the column vectors

of the projection matrix are the eigenvectors of Sw
−1Sb.

4.4. Selection of brain Regions of Interest (RoIs)

Several studies have reported that for many aspects of emotion (i.e. affective style, aggressive

and violent behavior, emotional processing and emotion regulation), a circuit of activated

or deactivated brain regions is implicated. The circuit involves not only subcortical areas

(e.g. amydala or the basal ganglia), but also cortical areas, mainly Prefrontal Cortex (PFC),

Anterior Cingulate Cortex (ACC), as well as temporal and medial parietal cortices [89–91].

Taking into account these findings, we defined 10 Regions of Interest (RoIs) for further

connectivity analysis of interaction patterns. RoIs are reported in Table 4-1.
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Table 4-1.: Regions of Interest (RoIs) and related electrodes defined for connectivity analysis.

Name Region of Interest Related Electrodes

RoI 1 Frontal Fp1,Fp2, FpZ, Af3, Af4

RoI 2 Left frontal-central F1, Fc1, F3, Fc3

RoI 3 Medial frontal-central Fz, Fcz

RoI 4 Right frontal-central F2,F4,Fc2, Fc4

RoI 5 Left central-parietal C1, Cp1, C3, Cp3

RoI 6 Medial central-parietal CZ, CpZ

RoI 7 Right central-parietal C2, Cp2, C4, Cp4

RoI 8 Left parietal-occipital P1, P3, Po3, Po5

RoI 9 Medial parietal-occipital Pz, PoZ

RoI 10 Right parietal-occipital P2, P4, Po4, Po6

4.5. Results

Functional connectivity metrics described in Section 4.2 were calculated for each EEG signal,

previously divided into frequency bands and task conditions (Negative, Neutral and Positive).

All metrics were computed in MATLAB using the Hermes toolbox [92].

4.5.1. Connectivity spatial patterns

Several topographic maps were generated to visually compare the connectivity results of

the five connectivity metrics. Brain topographic maps were plotted using the topoplot

function of the EEGLab toolbox [52]. Connectivity results were divided into two groups:

Ex-combatants and controls (Civilian people). The measures of the five metrics were av-

eraged per band frequency: Delta, Theta, Alpha, Beta and Gamma. Strong connections

between brain regions are represented with red and weak connections in dark blue.

As shown in Fig. 4-2 and Fig. 4-4, COR and COH analyses for the ex-combatants and

control subjects show high connectivity, instead of being concentrated in the central areas,

for every condition and frequency band. Connectivity patterns of XCOR metric were similar

to the COR patterns for Delta and Gamma bands for both groups in all conditions. Analo-

gously for negative conditions in Alpha, Beta and Gamma bands. For neutral and negative

conditions, in Alpha, Beta and Gamma bands the connectivity distribution patterns were

stronger in the peripheral brain areas (See Fig. 4-3).

As shown in Fig. 4-5, ICOH connectivity distributions were mostly limited in the parietal-

occipital regions. Strong connections from the parietal-occipital to central regions were
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observed in Delta, Alpha and Theta and Gamma bands with different distributions patterns

for both ex-combatants and controls. For the Delta band, PLI showed very weak connec-

tions, in the other bands the connections were concentrated in the parietal-occipital areas,

similarly to the ICOH patters.

The connectivity spatial pattern of COR, XCOR and COH suggests that their results were

influenced by the volume conduction. While, ICOH and PLI patterns were quite similar to

each other in both subjects, concentrating on the occipital-parietal brain areas.

Figure 4-2.: COR Topographic plots. Figure illustrates the spatial patters of COR analy-

sis of ex-combatants and civilian people per condition (negative, neutral and

positive) an frequency band (Delta, Theta, Alpha, Beta and Gamma).
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Figure 4-3.: XCOR Topographic plots. Figure illustrates the spatial patters of XCOR anal-

ysis of ex-combatants and civilian people per condition (negative, neutral and

positive) an frequency band (Delta, Theta, Alpha, Beta and Gamma).
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Figure 4-4.: COH Topographic plots. Figure illustrates the spatial patters of COH analy-

sis of ex-combatants and civilian people per condition (negative, neutral and

positive) an frequency band (Delta, Theta, Alpha, Beta and Gamma).
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Figure 4-5.: ICOH Topographic plots. Figure illustrates the spatial patters of ICOH anal-

ysis of ex-combatants and civilian people per condition (negative, neutral and

positive) an frequency band (Delta, Theta, Alpha, Beta and Gamma).
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Figure 4-6.: PLI Topographic plots. Figure illustrates the spatial patters of PLI analysis of

ex-combatants and civilian people per condition (negative, neutral and positive)

an frequency band (Delta, Theta, Alpha, Beta and Gamma).

4.5.2. LDA classification performance

Different LDA were implemented for task conditions and frequency bands. Features for LDA

were obtained by averaging the connectivity values from all electrodes between one RoI to

another RoI. For instance, the connectivity from left frontal-central to right frontal-central

regions is the average connectivity of all pairs from (F1, Fc1, F3 and Fc3) to (F2,F4,Fc2

and Fc4). Then, a vector of 45 features per subject was the input for each LDA classifier.
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For this analysis a normal distribution of the data was assumed. The LDA performances

were obtained using K-fold cross-validation with 10 folds for each class. LDA classification

accuracies for negative, neutral and positive conditions are shown in Table 4-2, Table 4-3

and Table 4-4, respectively.

Table 4-2.: LDA classification results for the negative condition

Task condition: Negative

DELTA THETA ALPHA BETA GAMMA

ACC ACC ACC ACC ACC

(Conf. Interval) (Conf. Interval) (Conf. Interval) (Conf. Interval) (Conf. Interval)

COR 54% 50% 46% 56% 48%

(39,45% - 67,97%) (35,71% - 64,28%) (32,06% - 60,5%) (41,34% - 69,79%) (33,88% - 62,4%)

XCOR 42% 50% 48% 54% 48%

(28,48% - 56,65%) (35,71% - 64,28%) (33,88% - 62,4%) (39,45% - 67,97%) (33,88% - 62,4%)

COH 50% 52% 48% 62% 44%

(35,71% - 64,28%) (37,57% - 66,13%) (33,88% - 62,4%) (47,16% - 75,12%) (30,26% - 58,59%)

ICOH 64% 64% 68% 56% 54%

(49,14% - 76,85%) (49,14% - 76,85%) (53,16% - 80,26%) (41,34% - 69,79%) (39,45% - 67,97%)

PLI 52% 54% 42% 46% 46%

(37,57% - 66,13%) (39,45% - 67,97%) (28,48% - 56,65%) (32,06% - 60,5%) (32,06% - 60,5%)

The results in the Table 4-2 show that the metric with higher performance for the negative

condition was ICOH in four of the five frequency bands. For the Beta band, COH has a

better performance than the others.

Table 4-3.: LDA classification results for the neutral condition

Task condition: Neutral

DELTA THETA ALPHA BETA GAMMA

ACC ACC ACC ACC ACC

(Conf. Interval) (Conf. Interval) (Conf. Interval) (Conf. Interval) (Conf. Interval)

COR 36% 42% 62% 50% 46%

(23,28% - 50,71%) (28,48% - 56,65%) (47,16% - 75,12%) (35,71% - 64,28%) (32,06% - 60,5%)

XCOR 48% 38% 48% 66% 54%

(33,88% - 62,4%) (24,99% - 52,71%) (33,88% - 62,4%) (51,14% - 78,57%) (39,45% - 67,97%)

COH 48% 52% 50% 52% 52%

(33,88% - 62,4%) (37,57% - 66,13%) (35,71% - 64,28%) (37,57% - 66,13%) (37,57% - 66,13%)

ICOH 48% 54% 58% 54% 58%

(33,88% - 62,4%) (39,45% - 67,97%) (43,26% - 71,59%) (39,45% - 67,97%) (43,26% - 71,59%)

PLI 58% 48% 54% 34% 46%

(43,26% - 71,59%) (33,88% - 62,4%) (39,45% - 67,97%) (21,59% - 48,68%) (32,06% - 60,5%)

For the neutral condition Table 4-3 shows no concrete results about what metric has the

better performance, since each metric has the higher accuracy for one of the five frequency

bands.
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Table 4-4.: LDA classification results for the positive condition

Task condition: Positive

DELTA THETA ALPHA BETA GAMMA

ACC ACC ACC ACC ACC

(Conf. Interval) (Conf. Interval) (Conf. Interval) (Conf. Interval) (Conf. Interval)

COR 60% 44% 48% 50% 50%

(45,2% - 73,36%) (30,26% - 58,59%) (33,88% - 62,4%) (35,71% - 64,28%) (35,71% - 64,28%)

XCOR 60% 42% 50% 68% 52%

(45,2% - 73,36%) (28,48% - 56,65%) (35,71% - 64,28%) (53,16% - 80,26%) (37,57% - 66,13%)

COH 62% 46% 56% 62% 50%

(47,16% - 75,12%) (32,06% - 60,5%) (41,34% - 69,79%) (47,16% - 75,12%) (35,71% - 64,28%)

ICOH 52% 60% 50% 76% 44%

(37,57% - 66,13%) (45,2% - 73,36%) (35,71% - 64,28%) (61,51% - 86,77%) (30,26% - 58,59%)

PLI 54% 44% 64% 56% 52%

(39,45% - 67,97%) (30,26% - 58,59%) (49,14% - 76,85%) (41,34% - 69,79%) (37,57% - 66,13%)

For the positive condition the results show that the performance of ICOH was considerably

better in the Beta band than the other metrics. Additionally, in Theta band ICOH had a

better performance than the others. COH shows better performance in Delta and Alpha

bands. Finally, in Gamma band XCOR and PLI metrics were the best metrics with the

same performance.

4.6. Summary

Functional connectivity analysis was presented as a promising tool to evaluate the EP. Dif-

ferent connectivity metrics have been used to measure functional connectivity at scalp level.

In this Chapter, five of connectivity metrics (COR, XCOR, COH, ICOH and PLI) were an-

alyzed and evaluated. These metrics were compared using their connectivity spatial pattern

representations and LDA in the 10 RoIs selected in Section 4.4.

According to the spatial connectivity patterns, ICOH and PLI present similar results which

suggests that their calculated indexes were no influenced by volume conduction. Addi-

tionally, the LDA results show that ICOH has the better performance when classifying

ex-combatants vs. civilian people. Thus, ICOH was selected for the further analysis.
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Processing in Ex-combatants

5.1. Introduction

EP is a neural mechanism in charge of the perception, recognition, evaluation and genera-

tion of a response to stimuli and relevant emotional information in the environment [93,94].

Studies in veterans have shown that experiences of combat and trauma during deployment

were significantly associated with aggressive and violent behaviors. Veterans mainly man-

ifest differences on the processing of emotional information [17, 18, 20]. On Colombian ex-

combatants, an atypical functioning on similar mechanisms is hypothesized.

In [21], in order to evaluate how Colombian ex-combatants are processing the emotional

information, the authors proposed to use two psychological tests: the Reading Minds in

the Eyes (RME) [95], and a computerized test designed for the recognition of emotional

faces [96]. The participants of this study were 63 ex-combatants and 22 controls. For per-

forming the statistical analyzes the authors used the Fisher’s exact test. Using these tests

there was a slight tendency of ex-combatants to poorly recognizing of positive emotional

valence (specifically, in the number of hits recognizing the happy faces) but no statistical

significance compared to the control group [21].

Another way for studying EP consists on evaluating the ERP modulation through comput-

erized tasks synchronized with EEG recordings [22–24]. In [24] the authors analyzed the

relationship between the EP in ex-combatants and the social cognition and behavior (SCB)

patterns using an emotional recognition task which consisted in identifying faces and words

with emotional content. The database used in this study consist in the the same of this

thesis, 30 ex-combatants and 20 controls. The demographic variables and SCB scales were

analyzed using independent-samples t-test or Chi square (for gender) and to analyze the

behavioral data, two two-way mixed ANOVA models were used, one for Faces and one for

Words. The results of [24] suggest that in ex-combatants the links between EP and SCB

functions are reorganized. This may be associated to chronic exposure to war experiences.

In [22], the authors found associations between the ex-combatants’ ERPs responses to emo-

tional images from the IAPS system with their empathy levels. The participants from this
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work were 40 ex-combatants and 20 civilians. ANOVA test was used to analyze the ERP

information. In their study, authors concluded that ex-combatants showed adequate early

cortical responses to affective stimuli (EPN) but presented a higher reactivity of LPP; and

found poor executive functioning and high cortical reactivity to emotional processing infor-

mation.

In [23] the authors used the same emotional recognition task and database of [24] to char-

acterize the emotional processing of Colombian ex-combatants using ERPs analyzes. The

authors concluded that using ERP modulations and the analysis of aggressive responses and

social interactions, both groups ex-combatant and civilian could be automatically separated

using supervised machine learning techniques: Partial Least Square Regression (PLS), k-

Neareast Neighbors Classifier (KNN) and Support Vector Machines (SVM).

In the last studies, researchers only took into account psychological tests and the ERPs mod-

ulations in response to visual stimuli. Using these approaches, it is not possible to recognize

how different cortical structures are contributing to the expression of failures in emotional

processing of ex-combatants.

Brain connectivity analysis is proposed as a method to estimate EP [13, 14]. Brain connec-

tivity techniques focus on how the information is processed on the brain, to establish the

activation pattern required to generate a cognitive process [6]. In a recent study [97] brain

connectivity analysis was used to analyze the data obtained from 39 male combat veterans

with Post-Traumatic Stress Dissorder (PTSD) symptoms which performed a task designed

to assess cognitive inhibition and activation using fMRI. The authors concluded that PTSD

and neuropsychological performance relate dysregulation of functional connectivity.

Atypical connectivity patterns represent a disruption on the connection among areas used for

different kinds of processing as the EP. Taking into account the above, we proposed to employ

brain connectivity analysis (functional connectivity analysis) to characterize atypical func-

tioning in EP of Colombian ex-combatants. The Imaginary Part of Coherency (ICOH) [85]

was chosen as the metric to evaluate the connectivity. According to the results reported

in Chapter 4 it is the best choice to separate ex-combatants vs. civilians. Additionally, its

spatial patterns suggest that their results were not influenced by the volume conduction.

This Chapter contains the description of the proposed methodology. Additionally, the selec-

tion of the brain regions of interest and the statistical results are presented.

5.2. Proposed Methodology

The stages of the proposed methodology are shown in Fig. 5-1 and consist on:
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Figure 5-1.: Block diagram of the proposed methodology to recognize atypical functioning

in EP of Colombian ex-combatants.

1. EEG data acquisition. EEG registers while participants performed the emotional pro-

cessing experimental task (Section 3.2).

2. Signals preprocessing.

• Downsampling. From 1000 Hz to 500 Hz (Section 3.3).

• Off-line re-reference to Mastoids (Section 3.4).

• Filtering. IIR digital band-pass filter from 0.1 to 60 Hz (Section 3.5).

3. Automatic artifacts rejection (Section 3.6)

• Independent Component Analysis (ICA)

• Support Vector Machine (SVM)

4. EEG segmentation. Epoching and baseline correction (Section 3.7).

5. Visual noise rejection. Visually classification of EEG segments

6. Functional connectivity analysis. Calculating indexes of Imaginary Part of Coherency

(ICOH) (Section 4.2.4).

7. Statistical analysis. Wilcoxon test “Ex-combatants vs. Controls” (section 5.3).
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5.3. Statistical Analysis

5.3.1. Wilcoxon Rank-Sum Test

Frank Wilcoxon proposed a non-parametric statistical test called the Rank-Sum Test [98].

His approach is used for establishing significant differences between two sample groups. This

test is described as the non-parametric version of the two-sample t-test and its null hypoth-

esis is that a randomly selected value from one sample is different (less or greater) than a

randomly selected value from the other sample. Mathematically speaking the test is based

on calculating magnitude-based ranks. If the ranks of the groups are significantly separated,

then the both groups are significantly different [98].

The Rank-Sum test is widely used in EEG studies [99–101] because this test does not require

or had very limited assumptions to be made about the distribution of the data (e.g. it does

not assume a normal distribution of the data). Additionally, non-parametric methods are

useful for working with data with outlier observations [102].

Once the ICOH indexes are computed for each pair of RoIs reported in Table. 4-1, three

between-group Wilcoxon Rank-Sum test are calculated:

1. Group (Ex-combatants vs. Controls).

2. Condition × Group.

3. Condition × Band × Group.

With these comparisons we expect to find significant differences in the EP between Colom-

bian ex-combatants and people not directly exposed to the armed conflict.

5.3.2. False Discovery Rate (FDR)

The statistical analysis for functional connectivity metrics incurs in a serious multiple test-

ing problem for determining significant differences, this is because the data dimensionality

exponentially increases due to the number of considered pairs and/or frequency bands. FDR

is a procedure used for correct multiple hypothesis comparisons [103]. It is commonly used

in statistical analysis adopted in EEG and other neuroimaging techniques [104].

From the resultant p-values of Wilcoxon Sum-Rank test, a significance threshold is calculated

with a corresponding q-value using the procedure for controlling the False Discovery Rate

(FDR) proposed in [103]:

• List the p-values in ascending order p1 ≤ p2 · · · ≤ pm corresponding to the hypoteses

H1, H2, · · · , Hm.
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• Set a q value (in this work q = 0.05).

• Find the largest k such that Pk ≤ k
m
q.

• Reject the null hypothesis for all Hi for i = 1, · · · , k.

5.4. Results

5.4.1. Selection of brain Regions of Interest (RoIs)

As mentioned in Section 4.4, according to the literature different brain regions are implicated

in the circuitry involved in many aspects of emotion [89–91]. Thus, we select 10 ROIs for the

functional connectivity analysis (Table. 4-1). However, observing the connectivity spatial

patterns of ICOH, it exhibits low connectivity in the frontal regions for most frequency bands

(See Fig. 4-5) on every task conditions. Additionally, no significant differences were found

between ex-combatants and controls for any of the connections across the frontal regions

(RoI1 to RoI4) and the others. Then, these four regions were rejected for the final model.

New RoIs are represented in Fig. 5-2. Fig. 5-2 illustrates the placement for EEG sensors of

each RoI. In summary, RoI1= C1, Cp1, C3 and Cp3, RoI2= Cz and CpZ, RoI3= C2, Cp2,

C4 and Cp4 , RoI4= P1, P3, Po3 and Po5, RoI5= PZ and PoZ, and RoI6= P2, P4, Po4 and

PO6.

Figure 5-2.: Final Regions of Interest(RoIs) for brain connectivity analysis. Placement of

sensors per each RoI.



52 5 Characterization of Emotional Processing in Ex-combatants

5.4.2. Statistical analysis results

• Group (Ex-combatants vs. Controls)

In this test the total information (All frequency bands and all conditions) was included.

For each pair, no significant differences were found (See Table A-1). However, the p-

values suggested a tendency to differentiate the connectivity of both groups across the

pairs: RoI1-RoI2 (p=0.021, q=0.173), RoI2-RoI3 (p=0.023, q=0.173) and RoI3-RoI5

(p=0.049, q=0.245). For these three cases, the median connectivity between the RoIs

was higher in the controls than the ex-combatants group, the difference percentages in

the connectivity were 11%, 8% and 10%, respectively.

• Condition × Group

No significant differences were found between ex-combatants and controls for negative

and neutral conditions. Significant differences between ex-combatants and controls

were found in the connectivity across: RoI1-RoI4 (p=0.0027, q=0.0209) and RoI3-

RoI4 (p=0.0010, q=0.0152) (See Table A-2) for the positive condition. Consistently

with the differences found in the first test, the connectivity across these regions were

higher for controls. The median of the connectivities from RoI1 to RoI4 was 17.42%,

and from RoI3 to RoI4 was 26.79% higher the control group than the ex-combatants

group.

• Condition × Band × Group

No significant differences between ex-combatants and controls were found in the Delta

(See Table A-3), Theta (See Table A-4), Alpha (See Table A-5), and Gamma bands

(See Table A-7) for any condition. Significant differences between ex-combatants and

controls were found for positive condition in the Beta band (14-29.99 Hz) for the

connectivity across the regions RoI2-RoI4 (p=0.0044, q=0,0336), and across the regions

RoI3-RoI4 (p=0.0005, q=0.0088). The connectivity between controls for RoI2-RoI4

was 17, 63% and for region RoI3-RoI4 was 27, 46% higher than the ex-combatants

connectivity (See Table A-6).

With the proposed methodology, significant differences in the connectivity between ex-

combatants and civilian people were found in the stimulus with positive valence in the Beta

frequency band. No significant differences were found for the other stimuli or frequency

band. Even though neutral valence is commonly misclassified as negative in normal popula-

tion; the recognition of emotional stimuli that index potential negative/neutral information

is necessary for evolutionary purposes [105]. On this sense, combat experience might main-
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tain intact the ability to categorize images with this content.

These results are consistent with the results found in Chapter 4, where the best performance

for the metric ICOH in the beta band is shown for the positive stimulus. The Beta band

has been associated with emotional processing in the evaluation of all types of valence [106].

Some studies demonstrated a wide posterior and anterior synchronization associated with

the evaluation of positive content [106]. The authors found that Beta band was strongly in-

volved during the evaluation of positive content compared to negative valence content [107].

Additionally, it is worth it to mention that these results support the finding in the literature

that reports tendency towards the difficulties in the processing of emotional information with

positive valence for the ex-combatants [21, 22].

5.5. Summary

In this Section, the proposed methodology to find atypical modulations in the EP of Colom-

bian ex-combatants was presented. The proposed methodology begins with the EEG data

preprocessing that includes the downsampling, off-line re-reference, filtering and an auto-

matic artifactual noise rejection system. Thereafter, the signals were epoched for the three

conditions task (positive, neutral and negative). Then, a visual inspection of the signals

was performed. Finally, with the cleaned EEG data, the brain connectivity analysis was

performed using the ICOH measure upon the epoched signals.

Using our proposed methodology, significant differences were found in the stimulus with

positive valence in the Beta frequency band. No significant differences were found for the

other conditions (neutral and negative) or frequency bands. These results support tendency

towards the difficulties for the ex-combatants in the processing of emotional information

with positive valence previously found in the literature [21,22].
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6.1. Introduction

Most of our social interaction is naturally based on emotional information. Colombian ex-

combatants have shown atypical processing of emotional information as well as poor social

interactions [21–23, 30]. Aimed to ameliorate these deficits and to help ex-combatants in

their reintegration to civilian life, the use of a Social Cognitive Training Intervention (SCTI)

has been proposed [108].

The SCTI program consists on 12 sessions with a duration of 45 minutes focused on the

cognitive-emotional regulation and social-cognition skills of ex-combatants (i.e. the identifi-

cation of basic emotions, assertive expressions of emotion in everyday situations and aspects

of theory of mind).

In this Chapter, the effects of the SCTI program on the EP of ex-combatants were investi-

gated using our proposed methodology (See Chapter. 5). For our analysis the ex-combatants

sample (28 subjects, 26 men) was divided into the same two groups of [108]:

1. Social Cognitive Training Intervention Group (SCTI): 15 subjects (13 men) that re-

ceived the training.

2. Conventional Reintegration Group (CRG): 13 subjects (all men) that did not receive

the training but continued the conventional reintegration intervention program.

Initially, 30 ex-combatants were reported in this study, but two of them abandoned the study.

Two assessments (EEG registers) that were called PRE and POST were taken from the par-

ticipants, one (PRE) before the SCTI or waiting time for the CRG group, and another one

(POST) 14 weeks after the intervention. In both assessments, participants of the two groups

(SCTI and CRG) performed the emotional categorization task following the same protocol

described in Section 3.2.

In the next Sections, the spatial patterns of the functional connectivity analysis for the both

groups and the statistical results are discussed.
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6.2. Results

The results of this Chapter were divided into two Sections related to the two groups SCTI

and CRG. Both Sections show the connectivity spatial patterns and the statistical analyses

for each group. The statistical analysis were performed in a similar way of the Section 5.3

for the two groups (SCTI and CRG), but in this case we compared SCTI in the assessment

1 (PRE) vs. SCTI in the assessment 2 (POST), similar analyzes were performed for CRG.

6.2.1. SCTI Connectivity spatial patterns

Connectivity results were divided into two groups: PRE and POST. The topographic plots

show the connectivity spatial patterns per each brain frequency band: Delta, Theta, Alpha,

Beta and Gamma. Each map represents the within group average value of the connectivity

metric per electrode. In the maps, strong connections among brain regions are in red and

weak connections in dark blue.

Figure 6-1.: Topographic plots. Figure illustrates the spatial patters of brain connectivity

analysis for SCTI PRE and SCTI POST per each condition (negative, neutral

and positive) an frequency band (Delta, Theta, Alpha, Beta and Gamma).
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As shown in Fig. 6-1, the connectivity distribution was mostly limited in the parietal-

occipital regions. Long connections from the parietal-occipital areas to central regions were

observed in Delta, Theta and Gamma bands. In the figure different distributions patterns

for both groups (SCTI PRE, SCTI POST) were observed for the all frequency bands and

task conditions.

6.2.2. SCTI Statistical analysis

• Group (SCTI PRE vs. SCTI POST)

The comparison between SCTI PRE vs. SCRI POST with all conditions and all

frequency bands revealed significant differences in 13 of the 15 analyzed pairs (See

Table B-1). Interestingly, the results displayed in Table B-1 show an increase in the

connectivity across the brain regions for the ex-combatants after the social training

intervention program.

• Condition × Group

The results of the Table B-2 show significant differences between SCTI PRE and SCTI

POST in the positive condition for the connectivity across RoI3 and RoI4 (p= 0.003,

q= 0.042). Consistent with findings of the previous analysis, the connectivity across

these regions was 48% greater after than before the intervention.

• Condition × Band × Group

The results of Tables B-3 to B-7 show that significant differences between PRE and

POST intervention are concentrated in the Beta band, specially in regions RoI1-RoI3

(p= 0.003, q= 0,021) and RoI3-RoI4 (p= 0.001, q= 0.018). According to previous

analysis an increase in connectivity across the brain regions after psychological inter-

vention was found. The largest increase occurred in regions RoI3-RoI4, it was about

68.79%.

The increment in connectivity the SCTI group may be related to an increment in the neural

resources that are involved in the EP. According to [108], ex-combatants who received train-

ing tend to recognize more adequately or more precisely the stimuli with emotional content.

Then, this increment in connectivity could be related to the increment on the capacities to

properly recognize the stimuli.
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6.2.3. CRG Connectivity spatial patterns

Connectivity results were divided into two groups: CRG PRE and CRG POST. The topo-

graphic plots show the connectivity spatial patterns per brain frequency band: Delta, Theta,

Alpha, Beta and Gamma for each condition.

Figure 6-2.: Topographic plots. Figure illustrates the spatial patters of brain connectivity

analysis for CRG PRE and CRG POST per condition (negative, neutral and

positive) an frequency band (Delta, Theta, Alpha, Beta and Gamma).
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As shown in Fig. 6-2, the connectivity distribution was limited for central regions in the Beta

band. Long connections from the parietal-occipital areas to central region were observed in

Alpha and Gamma bands. Additionally, the connectivity was limited for parietal-occipital

areas in Delta and Theta bands. In the figure, similar distribution patterns for both groups

(CRG PRE, CRG POST) were observed.

6.2.4. CRG Statistical analysis

• Group(CRG PRE vs. CRG POST)

The results of Table C-1 were obtained when comparing data from all conditions and

frequency bands, they show significant differences between CRG PRE and CRG POST

in two of the 15 analyzed pairs. The connectivities with significant differences are those

across RoI to RoI2 (p= 0.0060, q= 0.0449) and across RoI5 to RoI6 (p= 0.0041, q=

0.0449). The registered data show an increase of 16% and 17% after the waiting time.

• Condition × group

No significant differences were found for CRG PRE vs. CRG POST (See Table C-2).

• Condition × band × group

No significant differences were found for CRG PRE vs. CRG POST (See Tables C-3

to C-7).

6.3. Summary

In this Chapter, the methodology for brain connectivity analysis proposed in Chapter 5.

was used to quantitatively evaluate the efficacy of a social cognitive training program. To

achieved this, the initial sample of ex-combatants was divided into two groups: Social Cogni-

tive Training Intervention Group (SCTI) that is referred to ex-combatants that received the

training, and the Conventional Reintegration Group (CRG) formed with ex-combatants that

did not receive the training but continued with the conventional reintegration intervention

program.

For SCTI group the statistical analysis showed significant differences between the data ob-

tained before (PRE) and after (POST) the social cognitive training program in all levels

(Condition × Band × Group) and, additionally, an increase in the connections across the
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brain regions after the intervention. Interestingly, after comparing the data obtained be-

fore (PRE) and after (POST) of the ex-combatants who did not receive the intervention,

the group level for two RoIs showed differences, in contrast to the findings on the SCTI group.

These results suggest that Colombian ex-combatants that received the social cognition train-

ing improved their EP, especially in the processing of emotional information with positive

valence.



7. Conclusions and further research

7.1. General conclusions and main contributions

Colombia has suffered for over 50 years of an internal armed conflict involving illegal armed

groups (guerrilla organizations and paramilitary groups) and the national armed forces. In

order to reintegrate Colombian ex-combatants to civilian life, the State created the Disarma-

ment, Demobilization and reintegration (DDR) program. In some cases, social reintegration

process of ex-combatants is overshadowed because chronic exposure to violence affects their

emotional processing (EP). EP is a cognitive process crucial for human adaptation and sur-

vival. In that sense, EP of Colombian ex-combatants has to be understood in order to

improve the conventional reintegration programs. Taking into account the above mentioned

challenges, this thesis was aimed to develop a methodology focused on analyzing EP from

EEG data of Colombian Ex-combatants using functional connectivity analysis.

This work was divided into four parts: (i) preprocessing, (ii) selection of the metric for func-

tional connectivity analysis, (iii) characterization of EP of Colombian ex-combatants and

(iv) a case of study. Starting with the preprocessing stage (i), we used a Blind Source Sep-

aration (BSS) method to remove the artifactual noise of EEG signals. Then, an automatic

classifier was developed for neural and artifactual EEG components which severely reduced

the processing time. The classifier consisted on the combination of Independent Component

Analysis (ICA) and a Support Vector Machine (C-SVM) trained with 32 EEG registers of

university students. Our classifier had the ability to isolate the artifacts components with a

high accuracy (95.6%), similar to those reported in the state of the art.

In the second part (ii), we presented the advantages and drawbacks of five widely used

functional connectivity metrics: Pearson’s Correlation Coefficient (COR), Cross-Correlation

function (XCOR), Coherence function (COH), the Imaginary part of Coherency (ICOH),

and Phase Lag Index (PLI). For that, their connectivity spatial pattern representations were

generated and several Linear Discriminant Analysis (LDA) were implemented. In the spa-

tial patterns we identified that a fundamental difficulty for COR, XCOR and COH metrics

is the fact that their results were influenced by the volume conduction. It is because the

patterns of these metrics reveled that the connectivity was dominated by local connections

among adjacent sensors. In contrast, PLI and ICOH patterns were similar to each other in

all frequency bands. Local connections were absent in ICOH and PLI. Then, the volume
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conduction related influence was diminished in the case of ICOH and PLI. Additionally, with

the results of LDA we could conclude that ICOH presented the best performance, because

this metric was the best in classifying between ex-combatants and civilian people for two of

the three task conditions.

In the third part (iii), ex-combatants showed significant differences in the processing of emo-

tional information with positive valence. These differences were found in the Beta frequency

band for the connectivity across two pairs: the first conformed by the medial central-parietal

(Cz-Cpz) region and the right central-parietal (C2, Cp2, C4, Cp4) region and the second

conformed by the right central-parietal region and the left parietal-occipital (P1, P3, Po3,

Po5) region. With these results, we conclude that Colombian ex-combatants and civilian

people show a similar processing of emotional information for stimuli with neutral and neg-

ative valence, but differences in the stimuli with positive valence were found. These atypical

connectivities may be due to the conditions experienced in the armed conflict. For further

analysis, there is potential on using these functional markers in diagnosis and as a first step

to guide future intervention treatments. Additionally, we were able to confirm the hypothesis

that it is possible to establish a methodology to find significant differences in EP between

Colombian ex-combatants and people not directly exposed to the armed conflict using a

brain functional connectivity analysis.

Finally, in the forth part (iv), the proposed methodology to recognize atypical functioning

of EP was used to quantitatively evaluate the efficacy of a social cognitive training program.

Significant differences in the group of ex-combatants who received the intervention training

in connectivity per condition and frequency band were found, while no significant differences

were found for the group that did no receive the intervention. In addition, there is an in-

crease in connectivity across the regions of interest in the group that received the training.

The results of this work allow identifying problems in the processing of emotional infor-

mation of Colombian ex-combatants. This study provides new elements for characterizing

psychological aspects associated with the emotional recognition of individuals exposed to

situations of combat. Thus, the methodology developed in this thesis could be used as a

decision support system to evaluate the effectiveness of the intervention protocols.

7.2. Future work

For future work, we propose to use this methodology in databases with new tasks of emo-

tional recognition recently acquired with an EEG acquisition device with active electrodes.

For the new task, it is hypothesized that the phenomenon under study is better captured.

Additionally, we suggest to improve the methodology using other approaches such as the



62 7 Conclusions and further research

graph theory. Graph theory allows representing network as matrices or as graphs. A graph

contains nodes (electrodes) and edges (connectivity strengths). The adjacency matrices are

useful to visualize large networks, and graphs are useful to interpret relatively small networks.

Matrices can be generated using any measure of power-based or phase-based connectivity.

In EEG data, it is possible to quantify the strength of the connectivity between any pairs

of electrodes. Additionally, graph theory can be used to analyze how the distribution of the

functional network behaves, and to evaluate the segregation and integration in functional

brain networks.



A. Statistical Analysis: Ex-combatants

vs. Controls

Table A-1.: Wilcoxon test results (Ex-combatants vs. Controls)

RoIs

Ex-combatants Vs. Controls.

Controls Ex-combatants
p-value q-value

MEDIAN STD MEDIAN STD

RoI1-RoI2 0,0122 0,0100 0,0108 0,0088 0,0214 0,1738

RoI1-RoI3 0,0122 0,0097 0,0112 0,0107 0,1129 0,2707

RoI1-RoI4 0,0135 0,0216 0,0125 0,0195 0,1624 0,2707

RoI1-RoI5 0,0123 0,0186 0,0116 0,0148 0,1364 0,2707

RoI1-RoI6 0,0131 0,0248 0,0125 0,0169 0,8825 0,8825

RoI2-RoI3 0,0124 0,0122 0,0114 0,0095 0,0232 0,1738

RoI2-RoI4 0,0122 0,0161 0,0113 0,0142 0,1542 0,2707

RoI2-RoI5 0,0137 0,0172 0,0136 0,0154 0,3912 0,4890

RoI2-RoI6 0,0130 0,0179 0,0132 0,0148 0,8369 0,8825

RoI3-RoI4 0,0131 0,0200 0,0118 0,0195 0,1118 0,2707

RoI3-RoI5 0,0130 0,0209 0,0123 0,0160 0,0491 0,2453

RoI3-RoI6 0,0137 0,0244 0,0129 0,0198 0,3386 0,4617

RoI4-RoI5 0,0125 0,0113 0,0121 0,0129 0,1101 0,2707

RoI4-RoI6 0,0146 0,0184 0,0141 0,0165 0,3254 0,4617

RoI5-RoI6 0,0147 0,0231 0,0150 0,0168 0,7437 0,8581
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B. Statistical Analysis: Social Cognitive

Training Intervention (SCTI)

Table B-1.: Wilcoxon test results. SCTI PRE vs. SCTI POST

RoIs

SCTI PRE vs. SCTI POST

SCTI PRE SCTI POST
p-value q-value

MEDIAN STD MEDIAN STD

RoI1-RoI2 0,0108 0,0074 0,0125 0,0125 0,0123 0,0181

RoI1-RoI3 0,0109 0,0098 0,0128 0,0120 0,0200 0,0249

RoI1-RoI4 0,0123 0,0220 0,0161 0,0199 0,0005 0,0027

RoI1-RoI5 0,0116 0,0155 0,0142 0,0166 0,0016 0,0060

RoI1-RoI6 0,0123 0,0187 0,0155 0,0199 0,0098 0,0181

RoI2-RoI3 0,0112 0,0094 0,0134 0,0300 0,0130 0,0181

RoI2-RoI4 0,0112 0,0153 0,0135 0,0131 0,0005 0,0027

RoI2-RoI5 0,0142 0,0146 0,0161 0,0164 0,0268 0,0309

RoI2-RoI6 0,0133 0,0169 0,0153 0,0181 0,0132 0,0181

RoI3-RoI4 0,0118 0,0221 0,0152 0,0235 0,0004 0,0027

RoI3-RoI5 0,0119 0,0169 0,0157 0,0199 0,0059 0,0164

RoI3-RoI6 0,0129 0,0219 0,0159 0,0268 0,0066 0,0164

RoI4-RoI5 0,0122 0,0155 0,0148 0,0185 0,0099 0,0181

RoI4-RoI6 0,0156 0,0163 0,0167 0,0230 0,1132 0,1213

RoI5-RoI6 0,0179 0,0201 0,0193 0,0223 0,6463 0,6463
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C. Statistical Analysis: Conventional

Reintegration Group (CRG)

Table C-1.: Wilcoxon test results. CRG PRE vs. CRG POST

RoIs

CRG PRE vs. CRG POST

CRG PRE CRG POST
p-value q-value

MEDIAN STD MEDIAN STD

RoI1-RoI2 0,0105 0,0113 0,0123 0,0108 0,0060 0,0449

RoI1-RoI3 0,0126 0,0130 0,0123 0,0128 0,3104 0,4657

RoI1-RoI4 0,0141 0,0179 0,0142 0,0212 0,9120 0,9120

RoI1-RoI5 0,0127 0,0184 0,0142 0,0178 0,7046 0,7982

RoI1-RoI6 0,0124 0,0165 0,0136 0,0195 0,7450 0,7982

RoI2-RoI3 0,0119 0,0100 0,0133 0,0123 0,0513 0,1755

RoI2-RoI4 0,0116 0,0143 0,0124 0,0175 0,1989 0,4657

RoI2-RoI5 0,0145 0,0179 0,0132 0,0186 0,3015 0,4657

RoI2-RoI6 0,0129 0,0135 0,0130 0,0173 0,2738 0,4657

RoI3-RoI4 0,0132 0,0177 0,0128 0,0200 0,2858 0,4657

RoI3-RoI5 0,0136 0,0205 0,0144 0,0184 0,7140 0,7982

RoI3-RoI6 0,0139 0,0191 0,0127 0,0202 0,7437 0,7982

RoI4-RoI5 0,0114 0,0102 0,0132 0,0193 0,0414 0,1755

RoI4-RoI6 0,0118 0,0145 0,0143 0,0268 0,0585 0,1755

RoI5-RoI6 0,0131 0,0120 0,0154 0,0203 0,0041 0,0449
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