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Abstract

In many tropical countries, topographic and climatic conditions favor the installation of hydropower
infrastructure, considered cleaner and with fewer environmental impacts than other alternatives for
power generation. In recent decades, multiple neotropical watersheds have been targeted for reservoir
building. These developments generally result in changes on surface characteristics over large areas,
including not only the establishment of new water bodies, but also modifications in land use and veg-
etation cover in surrounding areas. These changes can potentially lead to atmospheric and ecological
changes that may result in unaccounted environmental consequences of this kind of infrastructure. Un-
derstanding and assessing these impacts is important in countries like Colombia, where approximately
70% of the nation’s electricity comes from hydropower generation, with multiple projects built and
put into operation over the last decade. In this work, we use a suite of remote sensing products to
characterize changes in surface energy balance in the surroundings of three recently installed (Ituango,
Quimbo and Topocoro) and one older (Betania) hydropower projects in the tropical Andes of Colombia.
We compare the response of LAI, NDVI, energy budget components and temperature, precipitation,
humidity and wind speed before and after the establishment of reservoir lakes using MODIS, CERES,
GLDAS and CHRS data. Overall, our results indicate changes in albedo due reservoir filling only in
flooded areas, as the result of the change in land cover (replacing land vegetation with a water body),
but with no significant effects on temperature and precipitation over non flooded areas. In fact, these
changes are not strong enough to significantly modify surface energy budgets in surrounding areas
beyond the flooded areas, nor to move beyond other changes in land use. In addition, due to the
humid climate in this region, changes in energy budget do not alter precipitation regimes significantly,
agreeing with previous studies that indicate that this changes are only significant in arid and semiarid
regions. Our results highlight the utility of remotely-sensed products to assess the collective effects
of major surface changes such as those produced by large infrastructure projects on local-to-regional
energy balances and their associated ecological, hydrological and atmospheric consequences.

1. Introduction

Over the last decades, the growth in worldwide demand for electricity has led to a sharp increase
in the planning and construction of hydropower plants [66, 50]. These projects have been particularly
controversial in some countries, as hydropower is considered a renewable energy source while, at the
same time, their construction and operation modify large areas of terrain by the obstruction of rivers
and inland water accumulation [69], potentially affecting ecosystems (both terrestrial and aquatic) and
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local-to-regional surface-atmosphere coupling. Land use/land cover change is, at the global scale, the
second-largest source of climate alteration as it modifies the interactions between the surface and the
atmosphere via land surface energy balance, which regulates heat and moisture exchanges, interacting
with multiple climatic, hydrological, and biogeochemical processes at different spatial and temporal
scales [17, 12, 4].

The construction and establishment of reservoirs produces significant changes in local-to-regional
land cover/land use, involving losses of vegetation cover that are replaced by water bodies, modifying
the biophysical characteristics of the surface [24, 13, 61, 51]. Surface biophysical properties and
vegetation activity are key factors in the climate system, due to their contribution to terrestrial climate
forcing mechanisms, including radiative balance and evaporative cooling [17, 7, 52, 30, 58, 4, 1, 2,
8, 9, 5, 35, 63]. In this sense, land cover/land use changes can influence not only the occurrence of
atmospheric variations on daily to seasonal time scales [6, 29, 23, 36, 15]but also climate extremes such
as drought and heat waves [44, 39, 55, 41] and planetary boundary processes [45]. In consequence, land
cover changes such as those produced by reservoir building could produce land-atmosphere feedback
processes, that result in modifications of land-atmosphere energy exchange, affecting meteorological
and ecological processes and properties [24].

Previous studies on the influence of hydroelectric projects on local-to-regional climate indicate that
in arid and semi-arid climates, the presence of reservoirs is associated with the occurrence of intense
precipitation, due to the increase in air humidity over the reservoir area [13]. In addition, modeling
studies indicate that reservoirs can alter the spatial distribution of precipitation in adjacent areas
[59]. Further, the presence of reservoirs and associated irrigation capabilities can lead to changes in
land cover that result in modified composition, function, and structure of vegetation around the water
bodies [18, 28, 34, 10, 46, 51]. These ecological changes, in turn, can affect hydrological dynamics
(particularly soil water content and evapotranspiration), with potential implications for land surface-
atmosphere interactions [45, 49].

Reservoirs can also alter surface-atmosphere exchange processes by changing the net radiation at the
surface as a result of the difference in albedo and emissivity between the water and land surfaces, which
can change the reflected shortwave and emitted longwave radiation components of the surface radiation
budget [32]. Not only is the net radiation affected, but also its partitioning into latent, sensible, and
ground fluxes can be altered, which in turn results in changes in air temperature, humidity, and
surface energy storage and release [43]. Degu et al. [13], based on observations and reanalysis data,
showed a change in the patterns of specific humidity, convective available potential energy (CAPE),
and evaporation over the area of influence of large reservoirs in the United States. However, these
changes were climate-dependent, as were significant only in dry areas, while no significant changes in
these variables were detected in humid and subtropical regions. From a physical point of view, these
results are explained by differences in available humidity of the body of water and the surroundings,
for example in humid climates the reservoirs are surrounded by vegetation, which stores and releases
water, so that the insertion of an artificial body of water does not generate a marked difference in the
flow of humidity to the atmosphere, with evaporation and transpiration rates being very similar in
magnitude in these climates. The increase in CAPE can be related to changes in hydrological extremes
[47], so reservoirs in dry climates may have an impact on increased storm intensity [13]. However, this
effect cannot be directly attributed to the reservoir without first describing the interactions between
surrounding areas and the local atmosphere [61]. The potential impacts of reservoirs on climate are
not only relevant for the effects they may have on ecosystems and the populations that depend on
them but also on the functioning of these types of projects themselves, as hydropower projects depend
on the hydrometeorological behavior of the basins and ecosystems surrounding them. The effect of
meteorological and climatic variations on the operation of a reservoir is generally well known. However,
no studies on the effect that reservoirs can have on these variations are available, such that unforeseen
impacts affecting both the environment and the projects themselves are not easily detected [61, 24].
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Due to its water supply and topography, the neotropical region has a high potential for hydropower
generation, such that more than 150 dams are planned to be built over the next 20 years in this region
[66]. Although this situation represents an opportunity for the economic development of the region,
the environmental and social impacts of these projects are not adequately estimated, preventing the
implementation of adequate environmental impact prevention and mitigation actions [19]. The poten-
tial effects of dam construction and reservoir installation on the energy balance and its components,
and ultimately in hydro-meteorological processes, at multiple scales have not been fully explored in
this region [24, 40, 50, 19]. Importantly, assessing these effects is required for an integral evaluation
of the sustainability of these projects, both in terms of environmental effects [20] as well as in time,
as potential feedbacks between local climate dynamics and water availability in the supply basins may
emerge [24, 64].

Despite current advances, land-atmosphere interactions in these systems are still not fully under-
stood, due to several issues: The lack of temporal and spatial coverage of observations to allow evaluat-
ing models [22], the incomplete measurement of variables characterizing the soil-vegetation-atmosphere
system [62] and the high heterogeneity of surface characteristics, which prevents the generalization of
results. In consequence, to date, multivariate and multiscale analysis of soil-atmosphere interactions
is incomplete and poorly observed [27, 48, 45].

In this paper, we use different data tools and a modeling process to assess the potential effects of
recently installed hydropower generation projects on land surface energy balance and its components.
We use the most recent large damming projects: Betania (BET), Ituango (ITU), Quimbo (QUI),
and Topocoro (TOP), which cover a range of climatic, topographic, and ecological conditions in the
tropical Andes of Colombia. We use a suite of remote sensing products and modeling estimations to
characterize changes in surface energy balance, biophysical properties, and meteorological variables
before and after the establishment of reservoir lakes.

2. Data and Methods

In this work, we analyze the potential biophysical and surface energy budget changes and their
potential impacts on precipitation and temperature, due to the land cover change associated with the
construction and operation of four large hydropower projects in Colombia. We use the three most
recently installed reservoirs and a fourth that has been operating since 1987 in the vicinity of one of
the three selected reservoirs. For this, we use multiple variables derived from remote sensing products
covering a period between 2000 to 2020 for each of the areas of the reservoir (RA) and their influence
areas (IA) defined as a rectangle of 40 × 40 km around the reservoir centroids. In addition, we analyze
the relationships between these variables and meteorological observations from stations located inside
or near each reservoir.

2.1. Reservoirs
The selected reservoirs were: Betania (BET), Quimbo (QUI), Ituango (ITU), and Topocoro (TOP),

all of them located in the Colombian Andes. These reservoirs, along with being the most recent projects
in the country (except for Betania), represent a variety of ecosystem types, flooded areas, and geometric
configurations. In table 2 we present a description of the studied reservoirs and in figure 1 we show
the location of the reservoirs.
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Figure 1: Location of studied reservoirs and sparial domains of study. A. Betania (BET). B. Ituango (ITU). C. Quimbo
(QUI). D. Topocoro (TOP)

Also, as a reference to describe the climatic background and ecological setting, we use the Köppen-
Geiger classification maps in a resolution of 1 × 1 km. [13, 42]. Under this scheme, the terrestrial
tropics are divided into three main groups – tropical rainforest, tropical monsoon, and tropical wet and
dry savanna (grasslands). These groups are all characterized by annual mean temperatures exceeding
18◦C, but are different in their precipitation amount and seasonality. Due to the high elevation in the
Andes, under this scheme, some regions were classified as ‘Polar’, but, given the tropical ecosystem
classification for the Andes, we use the name ‘Páramo’, a characteristic ecosystem of Tropical highlands,
to characterize this ecosystem. Also, a similar situation occurs with Temperate climate occurrences,
in this case, that will be referred to as “Tropical dry forest”. The classification criteria are shown in
the table 1.

In table 1 Ppdry is the precipitation of the driest month, Tmean is the monthly mean annual
temperature, Tmax maximum monthly temperature in the year or the temperature of the hottest
month, Tmin minimum monthly temperature in the year or temperature of the coldest month and
M10◦C is the number of months where the temperature is above 10◦C. This variety of environmental
settings allowed us to evaluate the potential effects of reservoir establishment in a representative sample
of the ecosystems present in the Andes of Colombia. For instance, Topocoro and Quimbo are located
in areas that mostly correspond to Tropical rainforests, while Ituango occurs mostly in tropical dry
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Table 1: Köppen-Geiger clasification criteria aplicable to studied reservoirs. Adapted from Peel et al., 2007
Ecosystem clasification First criteria Second criteria Third criteria
Tropical rainforest Tmean > 18◦C Pdry ≥ 60mm
Tropical monsoon Tmean > 18◦C Pdry < 60mm Pdry < 100 − (Pmean/25)
Tropical wet and dry savanna Tmean > 18◦C Ppdry < 60mm Pdry ≥ 100 − (Ppmean/25)
Tropical dry forest 10◦C < Tmax < 22◦C 0◦C < Tmin < 18◦C M10◦C ≥ 4
Páramo 0◦C < Tmax < 10◦C

Table 2: Summary of ecosystem types, climatic and physical properties of the studied reservoir areas.
Reservoir

Variable Betania Ituango Quimbo Topocoro
Tropical rainforest (%) 21.38 39.72 70.19 84.99
Tropical Monsoon (%) 60.33 15.03 17.81 7.51
Tropical Grassland (%) 14.57 0.15 0.21 3.59
Tropical dry forest (%) 3.72 43.85 11.58 3.91
Páramo (%) 0 1.24 0.21 0
Shore development 14.84 18.47 17.34 12.82
Reservoir Area (hm2) 6881.00 3810.30 8318.20 6989.30
Latitude (◦N) 2.65 6.97 2.31 7.03
Longitude (◦E) -75.47 -75.78 -75.63 -73.34
Altitude (m.a.s.l) 659.00 695.00 840.00 555.00

forests and Betania (the oldest) in the tropical monsoon ecosystem. While Ituango is lesser extent
reservoir, also has the longest shoreline, indicating a more elongated shape than, for instance, Topocoro
or Betania, with larger areas and lower shore development values. In addition, these reservoirs cover a
gradient of altitude that relates to multiple environmental factors such as meteorological and ecological
features.

2.2. Data sources
2.2.1. Biophysical characterization:

To describe biophysical changes we use LAI and NDV I measurements from MODIS for each
reservoir and area of influence, which allow us to detect the timing of land cover/land use change and
possible alterations in vegetation after the flooding process of the reservoirs.

2.2.2. Surface energy and radiation balance
To describe the changes in land surface energy balance due to reservoir building, we analyze their

different components using remote sensing products (table 3) in each one of the studied Reservoirs
Areas (RA) and in a rectangular area of 40 × 40 km2 around each one of them named Influence Area
(IA). Also, we analyze radiation and energy balance components obtained from the CERES EBAF
product which allows us to characterize incoming and outgoing radiation in shortwave and longwave
components and cloud conditions for 1◦ grids. The data comprises the period between 2002 and 2020,
with different spatial and temporal resolutions due to differences in the retrieving methods for each
variable inside the MODIS mission. The analyzed variables were: Land surface temperature in day
and night conditions, land surface emissivity (bands 29,31,32), evapotranspiration, latent heat flux,
and albedo. To describe the land surface changes associated with the reservoirs we use Colombia’s
environmental authority open access information about reservoirs delimitation. MODIS data were
processed using the different product quality assessment bands and removing low-quality values. After
this, we create a time series of each variable for reservoir areas and adjacent land areas. We use the
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Table 3: Summary of MODIS remote sensing products used
Product Description Frequency Resolution (m)
MCD15A2H Terra+Aqua Leaf Area Index/FPAR 8 day 500
MCD19A3 Terra+Aqua BRDF Model Parameters 8 day 1000
MCD43A Terra+Aqua BRDF and Calculated Albedo 1 day 500
MCD43A1 Terra+Aqua BRDF/Albedo Model Parameters 1 day 500
MOD11A2 Terra Land Surface Temperature and Emissivity 8 day 1000
MOD16A2 Terra Net Evapotranspiration 8 day 500
MOD21A2 Terra Land Surface Temperature/3-Band Emissivity 8 day 1000
MYD16A2 Aqua Net Evapotranspiration 8 day 500
MYD21A2 Aqua Land Surface Temperature/3-Band Emissivity 8 day 1000

CERES data [33] from 2002 to 2020, specifically the variables of incoming shortwave and longwave
radiation, for all cloud conditions and cloud areas, each one of these variables in monthly frequency.

To evaluate changes in other meteorological variables, we use data from the Global Land Data
Assimilation System (GLDAS), corresponding to wind speed, specific humidity, and precipitation over
the studied areas from 2000 to 2021. Also, to obtain a gridded reference in precipitation changes, we
use the PERSIANN-Cloud Classification System (PERSIANN-CCS), which is a global high resolution
(4 × 4 km) satellite precipitation product developed by the Center for Hydrometeorology and Remote
Sensing (CHRS). Considering the influence in the region of climate variability phenomena, we analyze
the potential association of meteorological changes with the occurrence of El Niño-Southern Oscillation
(ENSO) using the ONI index for each month in the studied period from the NOAA Climate Prediction
Center.

2.3. Data processing and stadistical analysis
2.3.1. Reservoir biophysical characterization

We characterize the selected reservoirs using morphometric measurements including reservoir sur-
face area (A) and shore development (Dl) [57]; that is the ratio of the length of the shoreline to the
length of the circumference of a circle of area equal to that of the lake:

Dl = L

2
√

A
(1)

The closer this ratio is to 1, the more circular the lake, while, larger ratios (Dl ≫ 1) indicate
the shoreline is more complex and possess a higher potential for the development of vegetal littoral
communities and biological productivity.

2.3.2. Surface energy and radiation balance
To estimate each of the land surface energy balance components, we use a similar approach to

Duveiller et al. [17]. In this approach air temperature T is calculated as the mean between Day-time
and night-time land surface temperature (LST), considering that the MODIS instrument measures
twice over its cycle at ≈ 13:30 and 1:30 local time at the Equator. The surface upwelling longwave
radiation (LWuw) is the outgoing infrared radiation emitted by the surface, it can be calculated from
temperature (T ) and broadband emissivity B using the Stefan-Boltzmann law:

LWuw = ϵBσT 4 (2)

Where is the Stefan-Boltzmann’s constant (5.67 × 10−8 Wm−2K−4). The Broadband emissivity
was calculated from narrowband emissivity in the middle and thermal infrared spectrum measurements
by MODIS, following the empirical relationship developed by Wang [54]:
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ϵB = 0.2122ϵ29 + 0.3859ϵ31 + 0.4029ϵ32 (3)

Where ϵ29, ϵ31 and ϵ32 are the estimated emissivities in MODIS bands 29 (8400 − 8700 nm),
31 (10780 − 11280 nm) and 32 (11770 − 12270 nm). Satellites can only measure during cloud-free
observations, in consecuence the resulting monthly upwelling longwave radiation only refers to clear
sky conditions LW clear

uw . To estimate the efect of cloudiness we used a correction factor based on
the proportion of all sky (LW all

uwc
) to clear sky (LW clear

uwc
) longwave upwelling radiation estimated by

CERES so the longwave emission is estimated as:

LWuw = (
LW all

uwc

LW clear
uwc

) × LW clear
uw (4)

We obtained the albedo (α) values from the MODIS MCD43C3 product that collects multispec-
tral cloud-free albedo observations over a 16-day moving window and a semi-empirical kernel-driven
bidirectional reflectance model. This product brings 8 − day estimates of directional hemispherical
albedo, known as black-sky albedo (αbs), which corresponds to a theoretical value of albedo if incom-
ing radiation is completely direct and bi-hemispherical albedo, known as white-sky albedo (αws) which
correspond to a theoretical value of albedo if incoming radiation its completely diffuse. To obtain an
estimate of actual albedo we use the following expression [56]:

α = fd(θi)αws + (1 − fd(θi))αbs(θi) (5)

Where fd is the proportion of diffuse irradiation at a specific solar zenith angle θi; the fd derived
from aerosol optical depth (AOD) acquired from the MODIS aerosol product (MOD08). We use
these values to estimate the shortwave outgoing radiation changes, multiplying the CERES shortwave
incoming radiation values by the albedo values obtained for each studied area.

For latent heat flux estimations we use the MOD16A2 product, which provides latent heat ob-
tained by integrating several MODIS products with meteorological data at 0.05◦ spatial resolution
(corresponding to terrestrial land transpiration). This product corresponds to the daily mean latent
heat in 8-day composites (jm−2day−1). We convert this variable in to Wm−2day−1 dividing by num-
ber of seconds in each day (86400 s). Because these variables are not fully observation-driven certain
values can be outside of a logical range, so we limit the maximum values of latent heat using the net
radiation values obtained from the radiation data products and estimations. Furthermore, the latent
heat flux estimated is subtracted from the net radiation to obtain the sum of sensible heat fluxes and
ground heat fluxes (H + G). These allow us to calculate land surface energy balance considering the
following expressions:

Rn = SWdw − SWuw + LWdw − LWuw = H + λE + G (6)

H + G = SWdw − αSWdw + LWdw − ϵBσT 4 − λE (7)

With these variables, we constructed monthly time series for each one of the components and further
we analyzed the decomposed properties of each series for the reservoir area and their surroundings in
search of changes in overall trends (for the entire period), seasonal and remaining (or anomalies)
components using the developments of Verbesselt et al. [53].

Considering that the remote sensing products do not provide a direct measurement of evaporation
in the reservoirs, we used an estimation based on Penman Equation, as shown:

λE =
∆
γ Rn − Ea

∆
γ + 1

(8)

Where ∆ is the gradient of the slope of the saturated vapor pressure-temperature curve at mean air
temperature (Pa◦C−1), γ psychometric constant (depends on temperature and atmospheric pressure;
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Pa◦C−1), Ea corresponds to the evaporation rate in the reservoir which depends on the wind function,
that its the effect of wind in humidity production over the reservoir water body and the saturation
vapor pressure gradient as shown:

Ea = f(U2)(es − ea) (9)

In this work, we use as wind function de developments of McJannet et al. [38], which allows us to
estimate the reservoir wind function as an area (A) or fetch (L) (directly associated with RA) and U2
wind speed at 2 m above the reservoir water surface (ms−1) dependent function:

f(U2) = (2.36 + 1.67U2)A−0.05 = (2.33 + 1.65U2)L−0.1 (10)

2.3.3. Biophysical properties: LAI and NDVI
To account for the potential changes in biophysical properties due to reservoir building and op-

eration, we decompose the time series of biophysical variables using a change detection approach by
detecting and characterizing Breaks For Additive Seasonal and Trend (BFAST) [53]. BFAST is an un-
supervised time series change detection algorithm specialised in detecting multiple breakpoints within
a multi-year time series. It works by first decomposing an input time series Yt into trend (Tt), seasonal
(St) and error (et) components using Seasonal decomposition of Time series by Loess (STL) as shown
[11]:

Yt = Tt + St + et (11)

Next, the trend and season components are tested for at least one significant break in the whole
time series using an ordinary least squares residual moving sum (OLS-MOSUM) statistical test. If
there is significant evidence (P < .05) of a break in either the trend or season component, then a
process of fitting a univariate piecewise linear regression to determine the locations of the breakpoints
(as defined by Bai and Perron [3]) is carried out for each of the components. The decomposition and
fitting process is repeated iteratively until convergence is reached [16].

2.3.4. Spatio-temporal change of biophysical properties
To identify the regions of changes in the monthly biophysical variables we use a Mann-Kendall

test to each one of the pixels in the raster products, which allow us to detect the magnitude of trend
variations and their significance in an spatial context.

2.3.5. Energy balance and climatic variables
To synthesize the overall changes in meteorological and climatic variables between BL an BL phases

for both the IA and RA, we used box-and-whisker plots for each of these four conditions and explored
significant differences with a Kruskall-Wallis test. We explore how the different components of land
surface energy balance and biophysical properties influence meteorological variables. More specifically,
we relate monthly energy balance components with precipitation (Pp), day-time surface temperature
(Td), night-time surface temperature (Tn), wind speed (Ws) and specific humidity (SH) using Partial
Least Squares (PLS) regression models, as most of the predictor and outcome variables correlate and
can interact with each other. As predictors we use the monthly values of ONI, albedo, shortwave
and longwave incoming radiation, longwave emitted radiation, latent heat and the remaining fluxes
(sensible and ground fluxes), cloud properties (area, temperature, pressure and optical depth). We
used data between 2005 and 2020, corresponding to the co-ocurring period for all these variables. We
trained each of the PLS models selecting randomly an 80% of data and tested model performance
against the remaining 20%. We also used the BFAST technique to evaluate changes in the temporal
development of these relationships.
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3. Results

3.1. Biophysical characterization
3.1.1. Temporal evolution of LAI in the reservoirs and their Area of influence:

In figure 2 we show the remainder and trend components of the LAI and NDVI for each one of
the reservoirs. LAI values did not exhibit significant changes in their seasonal components, indicating
that there is no alteration in vegetation intra-annual variability due reservoir building. However, with
the exception of TOP, trends in LAI values did changed, particularly in the RAs (reservoir areas)
and their closest vegetation (< 500 m from reservoir border due LAI product resolution), without a
generalizable impact in biophysical characteristics of IAs.

In the TOP reservoir’s IA, LAI trend components changed from 3.04±0.01 to 3.08±0.01 m2/m2 in
January 2012. In contrast, RA LAI trend change occurred in October 2014, varying from 3.11 ± 0.02
to 1.39 ± 0.02 m2/m2, which coincides with the start of this reservoir construction. In the QUI
reservoir, which also started construction in 2015, LAI trend changed in April 2015, from 1.98 ± 0.01
to 0.94 ± 0.01 m2/m2. For ITU reservoir, LAI trend changes in two moments: February 2009 and
October 2015. Previously to those changes in trend in the mean, LAI for reservoir area was 2.46±0.01
m2/m2, between the detected changes was 2.47 ± 0 m2/m2 and after the final change was 2.02 ± 0.1
m2/m2 which steadily declines until it reaches 1.38 m2/m2 in December 2020. From the two detected
changes, the latter is directly associated with the reservoir building and operation, considering that
ITU RA is located in a narrow mountain valley and can be associated with variations in vegetation
density due river flow and precipitation increments that can produce eventual landslides and vegetation
loss. For BET, RA close vegetation exhibits a rise in the trend in March 2016 (3.05 ± 0 m2/m2 to
3.15 ± 0 m2/m2). This change can be attributable to an indirect impact of the reservoir, for example,
by fostering vegetation development due to increased water availability. However, this potential effect
is constrained to the closest vegetation, considering that IA doesn’t show this behavior.
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Figure 2: Vegetation index changes in each reservoir and sorrouding areas. A. LAI series. B. NDVI series

3.1.2. Temporal evolution of NDVI in the reservoirs and their Area of influence:
Similar to the LAI results, NDVI seasonal components don’t systematically change for any one of

the studied reservoirs nor their influence areas. Only TOP IA exhibits a change in NDVI trend in June
2005, when it changes from 0.69 to 0.61. However, this change doesn’t represent a significant change for
the trend component mean value for the periods before and after the change (NDV It = 0.64, P < .05).

As expected, NDVI trends change in all the RAs, these were: October 2014 in TOP (0.71 ± 0.01
to 0.33 ± 0.01); May 2015 in QUI (0.62 ± 0.01 to 0.38 ± 0.01); August 2016 in ITU (0.66 ± 0.13 to
0.43 ± 0.13); October 2005 in BET (3.07 ± 0 to 3.08 ± 0). These changes, with the exception of BET,
are coinciding with the starting of the Building & operation phase of the hydroelectric projects.

When contrasting the BL and BO phases of the projects (this comparison represents the conditions
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before and after the reservoir, respectively), we find that there is no significant impact of the reservoir
building on the dynamics of vegetation density and activity outside the RAs. This can be observed
in both the spatial-temporal trends observed using all data (figure 3), where the changes in LAI and
NDVI are predominantly limited to the flooded areas, while in the surrounding areas, the general
responses are associated with positive and significant trends in LAI but with low magnitude, and less
frequent areas with LAI reductions in the case of ITU and TOP.
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Figure 3: NDVI Spatial Mann kendall trend magnitude for each of the four reservoirs (n=266 months). Only significant
trends (P < .05) were ploted. A. BET. B. QUI. C. ITU. D. TOP
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3.2. Changes in land surface energy balance and climatic variables
As indicated in figure 4, differences in surface energy balance due to reservoir building and oper-

ation are most evident in the partitioning of net radiation into sensible and latent heat fluxes. More
specifically, we found that Albedo (Alb) was different both between the spatial domains and project
phases, where reservoir building produced a significant reduction in albedo in all RAs, with lower values
than those detected for IAs during both phases. Changes associated with phase building correspond
to QUI − 0.07; ITU − 0.02; TOP − 0.08. These results indicate a decrease in reflected radiation to the
atmosphere in RAs (QUI : −11.85; ITU : −2.74; TOP : −16.14W/m2).

The reduction in albedo, in turn, results in increases in net radiation (Rn) (QUI : 20.81; ITU :
4.07; TOP : 17.61 W/m2), with exception of the ITU RA, where these changes were not significant
(figure 4). These variations in Rn are also influenced by incoming radiation, which increases in TOP
for the shortwave component (TOP : 3.39 W/m2) and is reduced ITU in the longwave component
(ITU : −0.41 W/m2) between project phases. Similarly, longwave radiation emission changes in
significatively in QUI and TOP reservoirs (figure 4), wherein QUI a reduction was detected for RA
(−7.86 W/m2) and in TOP an increase in radiation emission in the IA was detected (3.57 W/m2).
Despite these variations, net radiation in RAs after building did not surpass net radiation values
detected in their IAs for both phases, except in the TOP reservoir.

Net radiation partitioning into latent heat flux and the sum of sensible and ground heat fluxes
showed significant differences between project phases for all the reservoirs (figure 4). The reservoir
building induces a significant increase in latent heat flux from the RA (TOP : 172.55 W/m2, ITU :
200.83 W/m2, QUI : 147.96 W/m2) and a subsequent reduction in sensible and ground fluxes (TOP :
−155.48 W/m2; ITU : −196.06 W/m2; QUI : −123.99 W/m2). These changes produce an significant
difference between the spatial domains, where latent heat for RA its higher than in IA (TOP : 176.3
W/m2; ITU : 183.22 W/m2; QUI : 142.3 W/m2; BET : 147.51 W/m2), and the sum of sensible
and ground fluxes is lower (TOP : −169.75 W/m2; ITU : −206.75 W/m2; QUI : −140.34 W/m2;
BET : −134.36 W/m2). Overall, these changes suggest that reservoir building and operation can
increase net radiation through a reduction in albedo and also a change in longwave radiation emission,
but the magnitude of these changes is one order of magnitude lower than the changes in net radiation
partitioning.

During the BL phase, the monthly mean percentage of net radiation used in latent heat fluxes was
QUI : 41.0%, ITU : 30.2%, TOP : 38.4%, while in the BO phase was QUI : 88.2%, ITU : 88.6%,
TOP : 84.2%, doubling the amount of evapotranspiration in the RAs (Figure 4). However, these
changes are limited to the RA, implying that in the studied reservoirs the surrounding vegetation
doesn’t rise its evapotranspiration due to more water availability in soil, as expected by the flooding
process. The obtained variation in the annual cycle of the land surface energy balance (See figure
4), shows a regime of low variability in net radiation, which also is conditioning the low magnitude
in variations of monthly heat fluxes over the RAs. This low variation can be related to the tropical
conditions of the studied reservoirs.

The temporal components of incoming shortwave radiation shows no significant changes over the
studied areas (Figure 4), indicating that the changes in land cover that occurred in the studied period
did not generate detectable feedbacks with atmosphere that could alter the cloud regimes and the
amount of shortwave incoming radiation in the scale of 1 × 1◦ (CERES measuring scale). The mean
values of shortwave incoming radiation considering all cloud conditions were 170.7 W/m2 for BET and
QUI, 197.1 W/m2 for ITU, and 209.0 W/m2 for TOP. The seasonal components of this variable show
a bimodal annual cycle, with maximum values of shortwave radiation during January (+16.43 W/m2)
and September (+6.77 W/m2) for BET and QUI, during January (−4.58 W/m2) and August(+23.92
W/m2) for ITU, and for the same months for TOP rising values of the mean radiation in these months
in +9.84 W/m2 and +12.35 W/m2. The longwave radiation changed in trend only for the TOP
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reservoir in two moments (8/2010 and 5/2016). Between these periods, longwave incoming radiation
rises at rates of 0.11 W/m2 per month, but after the second change in trend this variable decreases
to −0.15 W/m2 per month. The mean values of this variable were 369.42 W/m2 for BET and QUI,
385.13 W/m2 for ITU and 399.84 W/m2 for TOP.
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Due to changes in the surface, longwave radiation emission from the different reservoir areas changes
based on the measured emissivity and surface temperature. We observe that emitted longwave radia-
tion doesn’t change in seasonal and trend components in any of the reservoir areas and their surround-
ings with exception of the TOP surroundings, where the longwave emission trend rises 7.71 W/m2 and
starts to decay, which changes the mean values of emission from 223.1 to 227.2 W/m2. Spatially, the
differences between flooded areas (RA) and land (IA) are −0.2124 W/m2 for BET, −8.000 W/m2 for
QUI, −27.81 W/m2 for ITU and −6.461 W/m2 for TOP.

Using the ONI index, we found that ENSO is significantly correlated with longwave incoming
radiation, due its incidence in cloud amount (R2 = −0.13,P < .05) and cloud temperature (R2 = 0.07,
P < .05).

For latent heat, we found that there is a change in trend components on 02/2016 in the QUI reservoir
surrounding area. However, for the remaining studied areas, no changes were detected. The trend
component in this area rises to 138.18 W/m2 (+20.65 W/m2). We found that seasonal components of
this variable exhibit a range between 10 and −15 W/m2, with two maximum peaks by year, occurring
in May and December. In the case of ITU the seasonal component does not show the same pattern,
with only maximum value occurring by year during June. The mean values of latent heat in these
regions correspond to 158.12 W/m2, 118.26 W/m2, 101.44 W/m2 and 133.65 W/m2.

Despite the observed changes in land surface energy balance partitioning, the response in mete-
orology did not follow the same trends. For instance, the specific humidity (SH) reduces in all the
reservoirs and domains in the BO phase (QUI : −8»10−4 kg/kg; ITU : −0.0017 kg/kg; TOP : −10−4

kg/kg). These changes don’t create a significant difference between the specific humidity between the
RA and the IAs during the BO phase, in consequence the humidity reduction could be related to a
more large spatial phenomena than the reservoir operation and its evaporation flux.

Similarly, wind speed (Ws) shows a significant variation in all the reservoirs (QUI : 0.15 m/s;
ITU : −0.05 m/s; TOP : −0.06 m/s), with differences between all phases and spatial domains areas.
In QUI, for example, the change in phase shows an increase in wind speed. For TOP, the wind speed
values are significantly different due the phase changes and for the influence area and between the
IA and the RA. Also, there were no differences between the reservoir area in BO with the Influence
area during the baseline. Those results indicate that the only difference occurs in the IA during the
BO phase, which is significantly lower than the differences in the other areas and phases. Although
we could expect that reservoir building would induce an increase in wind speed due to the loss in
surface roughness and a rise in humidity due the water availability for evaporation, the results are
not consistent through all the reservoirs, highlighting the potential influence of other variables such as
reservoir geometry and topography (figure 4)

Precipitation has a significant variation in QUI and TOP, which corresponds to a reduction in
QUI : −23.58 mm/month and ITU : −22.01 mm/month, and an increase in TOP : 24.84 mm/month
in the RA (Pp on figure 6). Those changes can be observed in detail in the annual cycle of precipitation
and air temperatures (figure 5), where during the BO phase in the case of ITU precipitation mean
values reduce mainly during July and in QUI during October and April in comparison with the BL.
In TOP, precipitation rises during April, September, and October.

We detected differences in daytime surface temperature (Td) and night-time (Tn) surface temper-
ature between IA and RA (4). During the day, surface temperature was lower in the RA, except for
the ITU reservoir. This pattern, however, is reversed at night when temperatures are higher in the RA
than in the IA. These variations can result from differences in heat capacity between land and water,
where the water requires more energy to raise its temperature (therefore having lower values in the
water body), and releases heat at a slower rate than the land (explaining higher temperatures in the
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reservoir at night). Air temperature, being the mean value of night and day temperatures, becomes
modulated by the night heating and the day cooling of surface due water, which explains why there
its no significant changes in air temperature. These variations are also indicative of the coexistence
of trend changes in atmospheric variables, as well as in land surface energy variables over the study
period, discussed in the previous section.

The day time temperature shows significant differences between RA and AI in BET. Also, the
RA during the baseline has higher temperature values than the IA, and the temperature observed
during the BO phase in IA and RA (figure 4). For ITU a similar situation occurs where the daytime
temperatures don’t change between the phases, but the RA has higher temperatures (Figure 6). In
TOP the day-time temperatures show that reservoir area has differences between the phase and the
IA, BO the RA has higher temperatures that the IA, but after the change in phase the temperature
in IA increases and in RA reduces (figure 4). In QUI, the results show that for the reservoir area,
night-time temperatures did not change with the building of the reservoir (figure 4), however the
temperatures of the RA are different and in fact higher than the IA in both phases, and higher in the
BO phase. In ITU there were no changes in nighttime temperatures in the phase changes, and, similar
to daytime temperatures, the RA exhibited higher temperatures than the IA (4 Tn). Like the daytime
temperatures in TOP the RA has higher temperature however during the BO the temperature rises
in RA. No changes in nighttime temperatures are detected to the IA.

Air temperatures (mean value of daytime and nighttime temperatures) during the BL phase, show
patterns in their annual cycle where maximum air temperatures occur in the months preceding the
occurrence of maximum precipitation months. In ITU the higher air temperatures occur from Decem-
ber to April (figure 5). Similar patterns occur in the remaining reservoirs, however in these reservoirs
precipitation and temperature show two periods of high precipitation by year, from March to May,
and from September to November. In comparison with BL, during BO phase air temperature in the
RA shows changes in the distribution of the hottest months through the year (Figure 7). The effects
in these cases can be a response to the rises in nighttime temperatures in RAs, while in the IAs rises
in temperature are presented that are not significant as was shown in figure 6.
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Figure 5: Changes in temperature and precipitation annual cycle for each reservoir area and project phase; BL: base-line,
BO: Building and operation.

3.3. Relationships between land surface energy balance and atmospheric variables
3.3.1. Overall relationships

In general, the studied variables show a high level of collinearity (Figure 6), due to the multiple
interactions between the land surface energy balance, surface properties, and atmospheric processes.
However, the overall correlations highlight a difference in the influence of atmospheric processes or
surface properties. For example, in the studied reservoirs the surface characteristics are more deter-
minant than the atmospheric patterns for temperature variations. Meanwhile, for precipitation, the
incoming radiation (which has a low dependence on surface properties) can play a more significant
role. Our results indicate that increases in evapotranspiration that follow the increases in incoming
radiation can potentially induce increments in precipitation for all the studied reservoirs. Among the
variables that were significantly related with (and potentially predictors of) precipitation we found
albedo, shortwave radiation fluxes (R2 = 0.54, P ≤ .0001), incoming longwave radiation (R2 = 0.65,
P ≤ .0001), sensible and ground heat fluxes (R2 = 0.32, P ≤ .0001), latent heat (R2 = 0.54, P ≤ .0001)
and daytime temperature (to a lesser extent) (R2 = 0.17, P ≤ .0001). Also the vegetation biophysical
properties are significantly correlated with the precipitation values (LAI : R2 = −0.22, P ≤ .0001,
NDV I : R2 = 0.28, P ≤ .0001). Overall, out of the energy balance partitioning components, Latent
heat fluxes are more strongly correlated to precipitation than sensible and ground heat fluxes.
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The specific humidity of the air relates to the incoming shortwave radiation, but most importantly
from long wave incoming radiation. For this variable the higher correlations were found with longwave
incoming radiation (R2 = 0.53, P ≤ .0001), sensible and ground fluxes (R2 = 0.51, P ≤ .0001), while
the remaining significant correlations where lower than R2 = 0.35, for example shortwave incoming
radiation (R2 = 0.27, P ≤ .0001), day time temperature (R2 = −0.24, P ≤ .0001) and latent heat
(R2 = 0.21, P ≤ .0001).

Wind speed variations (obtained from GLDAS) negatively correlated with albedo values (R2 =
−0.36, P ≤ .0001). Reductions in vegetation density and activity can induce rises in the wind speed,
as indicated by the correlation between NDVI and wind speed (R2 = −0.20, P ≤ .0001). In other
aspects heat fluxes (latent, sensible and ground) appear as significant predictors of the wind speed
(R2 = −0.24, P ≤ .0001), however the incoming (longwave and shortwave) radiation has higher
correlation values (LWd : R2 = −0.33, P ≤ .0001; SWd : R2 = −0.35, P ≤ .0001).

Day time temperatures relationship with other variables suggest a possible dependance of local
surface temperatures in the surface characteristics, which modulate the emission and reflection of
incoming radiation, as shown by significant correlations with albedo (R2 = −0.49, P ≤ .0001), reflected
shortwave radiation (R2 = 0.46, P ≤ .0001), emitted longwave radiation (R2 = 0.30, P ≤ .0001),
sensible and ground heat fluxes (R2 = −0.44, P ≤ .0001) and NDVI (R2 = −0.31, P ≤ .0001).
incoming shortwave radiation is not significantly correlated with the temperature values, while the
longwave incoming radiation has a low value of correlation (SWd : R2 = 0.005, P > 1; LWd : R2 =
−0.12, P ≤ 0.01).

The ENSO (indicated by the ONI index) appears to have an influence in some of the variables of
land surface energy balance and meteorology in the studied reservoirs, as shown by the ONI correlation
with day time temperatures (R2 = 0.34, P ≤ .0001), the longwave incoming radiation (R2 = 0.21,
P ≤ .0001), latent heat (R2 = 0.24, P ≤ .0001) and also in the biophysical properties, like LAI
(R2 = −0.28, P ≤ .0001).
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3.3.2. Temporal components of variation
To improve our understanding of biophysical properties and energy budget variation consequences,

we explore each of the temporal components of time series and the importance of each variable in the
possible prediction of meteorological variables. In Figure 7, we show the 3 components (trend, seasonal,
and remainder) of the PLS regressions adjusted for predicting precipitation, specific humidity, wind
speed, diurnal day-time, and night-time temperatures. We use each of the temporal components of
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predictors and outcome variables to build the regressions. Variable importance measured here is based
on weighted sums of the absolute regression coefficients. The weights are a function of the reduction
of the sums of squares across the number of PLS components and are computed separately for each
outcome. Therefore, the contribution of the coefficients is weighted proportionally to the reduction in
the sums of squares.
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Figure 7: Importance of each variable in the prediction of the PLS outcomes in each one of the time series components.

The trends of all the variables show that with only two components of the PLS regressions, the
output variables variability is explained by 94.19% while these components include 69.43% of all
predictors variability. The best predicted variable is precipitation (R2 = 0.95, RMSE = 903.57),
followed by wind speed (R2 = 0.29, RMSE = 1075.11), specific humidity (R2 = 0.27, RMSE =
1076.45), day-time surface temperature (R2 = 0.17, RMSE = 770.19) and night-time temperature
(R2 = 0.0051, RMSE = 783.89).

The most important predictor variables correspond to shortwave incoming radiation (SWd), cloud
optical depth (COD), cloud temperature (Tcl), net radiation (Rn), longwave incoming radiation (LWd),
cloud pressure (Pcl) and area (Acl). These differences in importance across the predictor variables
highlight that the observed trends in atmospheric variables are mainly related to the variation in
radiation inputs on the surface, which are modulated by clouds variability, which changes the net
radiation. Following the obtained importances, the surface biophysical properties like LAI and NDVI,
and fluxes of radiation and heat from the surface, like sensible and ground heat fluxes, longwave
radiation emission, and shortwave radiation reflection, were less important than the cloud properties
and radiation inputs in the explaining of atmospheric variables trends, while the importance of albedo,
latent heat, and ONI was almost null (see figure 7, Trend panel).
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These results indicate that the partitioning of net radiation into sensible and ground fluxes is a
better predictor of meteorological trends variability than latent heat and albedo, which are precisely
the most affected variables by reservoir building and operation, in consequence, most of the observed
changes in trends of the predicted atmospheric values are not directly related to the reservoir effects on
land surface energy balance. Also, despite the importance of cloud patterns in the trends prediction,
the ENSO (represented by the ONI index) and their shifts in magnitude and phase, are part of the
least important predictors of meteorological trend values. Overall, these findings show that in the
studied areas, changes in atmospheric regional-scale patterns are more important in the modulation of
wind, humidity, temperatures, and precipitation than the changes associated with land cover land-use
change by reservoir installation. However, surface temperatures were not explained by these variables.
In this sense it is plausible that, while precipitation, wind, and humidity trends respond to atmospheric
patterns, the temperature trends respond more to surface processes imposed by reservoir building.

For the seasonal components (figure 7, seasonal panel), PLS regressions can explain 85.37% of
the outcomes, with a 40.97% of the predictors’ variability. Seasonal variability shows reduced error
in the predictions, where precipitation (RMSE = 24.01, R2 = 0.95), specific humidity (RMSE =
99.06, R2 = 0.46) and wind speed (RMSE = 99.13, R2 = 0.25) are the best predicted variables, while
surface temperatures, as with trend components, are not well predicted by the model (Td : RMSE =
99.43, R2 = 0.04; Tn : RMSE = 99.13, R2 = 0.003). The most important predictors in this regression
are associated with cloud temperature and pressure and to a minor extent the cloud area, the upward
shortwave and longwave radiation fluxes, albedo, latent heat, and biophysical properties. While the
incoming shortwave radiation, heat fluxes, and net radiation are not important to explain the changes
in seasonal patterns of the atmospheric variables. Also, the ENSO is not an important predictor of
these patterns, which is expected considering the length of this phenomenon. These results show the
influence of seasonal cloud dynamics over atmospheric variables, with the participation of radiation
reflection and emission from the surface, which is also related to changes in surface properties like
albedo and LAI.

In consequence, the reservoir building and operation is not the most important driver of change in
seasonal patterns of climate variables in the studied areas. However, it can have an effect on modulating
the magnitude of these patterns due to the alteration of albedo and emissivity from the surface. Similar
to the observed trend components, the surface temperatures low correlation with the predictor variables
highlight that other aspects can be driving their seasonal variations. It’s plausible that in this case,
temperature responds better to the least important variables in the seasonal components regression,
these are the heat fluxes, the incoming shortwave radiation, cloud optical depth, and net radiation.

In contrast to the other temporal components, the remaining components are not well predicted
by the selected variables (figure 7, remainder panel). In fact, when using 12 components in the PLS,
the variance explained for the outcome variables is only 19.49%, while covering up to 88.48% of the
predictors’ variability. The PLS regression has capacity to explain remainder part of variations of
precipitation variability (Pp : RMSE = 59.07 ,R2 = 0.27). However, the remaining output variables
are low correlated with these regression (qair : RMSE = 30.43, R2 = 0.09; Ws : RMSE = 30.47,
R2 = 0.086; Td : RMSE = 30.65, R2 = 0.01; Tn : RMSE = 30.61, R2 = 0.0004). The relative
importance of the predictor variables in this regression is higher for cloud properties (temperature,
pressure, and area), followed by the incoming shortwave radiation, net radiation, and the remaining
fluxes of surface energy balance (H + G) and the longwave incoming radiation. Of lesser importance
are the LAI, ONI, cloud optical depth, and NDVI, and with low importance or null importance the
longwave radiation emission, air pressure, reflected shortwave radiation, latent heat, and albedo.

Overall, the remaining components show a low relationship with the predictor variables and the
model itself, indicating that the variations in meteorology, outside the trend and seasonal patterns,
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are not directly or significantly related to changes produced by the construction of reservoirs, like
albedo reduction and latent heat rise in RA. In addition, in these remaining components the ONI may
be a more relevant variable, which may be related to changes in cloud properties and precipitation
variability, but not necessarily to changes in wind speed, humidity, and temperature in the studied
areas.

4. Discussion

Our results show that reservoir building and operation in four locations in the tropical Andes
impacted the vegetation structure and function. These effects are limited to the reservoir areas due
to flooding, as shown by the spatial and temporal trends LAI and NDVI. In our results, Due to the
spatial resolution of the data used in this analysis (250 and 500 m per pixel), pixels/areas flooded
by the reservoir might include non-flooded areas. In these areas, vegetation could be affected by
increases in the water table levels, which can relate to changes in LAI or NDVI values, as indicated by
[18, 28, 34, 10, 46]. However, at the spatial and temporal scale of our results and analyses, there are
no significant impacts on surrounding vegetation due to reservoir building.

In our results, albedo and subsequently land surface energy balance did exhibit significant changes
due to reservoir building, rising the amount of monthly mean net radiation by ≈ 20 Wm−2 in the
reservoir area. These results are consistent with other studies [32, 60]. The higher impact was the
variation in net radiation partitioning due to the reservoir establishment, where the latent heat, re-
sponsible for moisture fluxes to the atmosphere, comprises between 84.2% to 88.6% of net radiation
in flooded areas, contrasting with land areas, where it comprises between 30.2% to 41.0%, showing a
higher sensible heat flux than flooded areas. However, despite the increase in latent heat by reservoir
building and operation, the precipitation and humidity don’t rise in all the studied reservoirs. This
observation can be related to the findings of Zamora et al. [65], which highlights that in tropical and
humid regions, forest areas exhibit comparable moisture fluxes with reservoirs, given that in these
regions, both transpiration from land vegetation and evaporation from open water bodies are demand-
driven. This means that the moisture transfer rate from the surface to the atmosphere depends on
atmosphere water demand rather than on the availability of water at the surface, which would be the
case in more arid regions, where the presence of reservoirs significantly altered precipitation regimes.
Therefore, in humid regions, such as those included in this study, flooding (or the replacement of
forests by a water body) is unlikely to create a distinctly different local climate, which differs from
the effect of reservoirs in semi-arid, tundra, humid continental, and Mediterranean regions, as several
studies have shown [13, 31, 26, 14]. In addition, cloud properties (which depend on more regional
processes) were more important than land surface properties in precipitation and humidity prediction.
Most of the variability in precipitation and humidity in the studied areas was not well predicted by
the latent heat variations (as shown by the PLS results).

Although we combined sensible heat and ground fluxes (due to data availability) in our estimations,
it is plausible that the reservoir ground heat fluxes, which represent the accumulation of heat in the
water body, were higher than those in the land and thus require an independent estimation [67]. This
would contribute to refining evaporation estimates, and potentially improve the statistical association
between energy balance components and atmospheric humidity and precipitation in the studied areas.
However, we hypothesize that this refinement in evapotranspiration estimates would not lead to changes
in our predicted associations between reservoir installation and precipitation variability. Also, as
highlighted by Marín-Ramírez et al. [37] advective energy fluxes, both atmospheric and hydrological,
that were not explored in this work, can have a significant impact on Andean tropical reservoir surface
temperature, where evaporation processes occur, that modify latent heat fluxes in a high frequency,
out of the scope of our analysis (monthly periods).
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In all reservoirs analyzed in this study, we identified a low impact of evapotranspiration of reservoir
areas in precipitation changes. We hypothesize that despite the importance of the terrestrial processes
in precipitation regimes, this can be overshadowed by the effects of larger moisture transport processes,
such as oceanic moisture transport from the Atlantic and Pacific oceans. The work of Hoyos et al. [25]
indicates that, in the northern Andes, terrestrial sources are important sources of precipitable water,
with local moisture recycling only contributing to between 10% to 17% of incoming moisture, with the
remaining components coming from regions like the Orinoco and Amazon Basin.

Reservoirs’ morphology characteristics can be related to the direct magnitude of the changes over
the land surface energy balance. ITU reservoir, for example, being a riverine reservoir has a lower
impact over the evaluated components, because its extension is highly restricted to the river valley. In
BET, despite being active for a larger period than the other studied reservoirs, there is no evidence
of abrupt changes due to its operation. The building of a close reservoir, QUI, doesn’t change in
the signal of the meteorological variables, indicating a non-cumulative impact of these two reservoirs
and a spatial restriction of the meteorological and biophysical changes to the flooded areas. The TOP
reservoir, with a large flooded area, makes more clear the expected impacts of larger reservoirs, in which
albedo drops, and the net radiation is partitioned in their most part in evapotranspiration, reducing
the sensible heat flux. Also, as expected, the day and night temperatures change, principally the night
temperatures in the reservoir areas, where a rise occurs by heat accumulation in the reservoir. Other
studies [68] have suggested that the size of the reservoirs, their shape, and topographical features can
play an important role in the moisture transport and the precipitation processes. These studies have
suggested that the effects of reservoir characteristics on local climate are highly heterogeneous. This
heterogeneity can induce opposite responses in local meteorological variables over the reservoirs and
their surroundings.

5. Conclusions

In this work, we proposed the use of multiple tools to analyze the potential association between
reservoir building and operation to the changes in surface-atmosphere exchange processes in Betania,
Ituango, Quimbo, and Topocoro reservoirs in Colombia. We found that the most affected process by
the abrupt change in land cover of reservoir building is the partitioning of net radiation into sensible
and latent heat fluxes. These results are consistent with previous studies [32].

Although reservoir building can potentially increase humidity and wind patterns due to increased
availability of surface water and a reduction in surface roughness, our results indicate that these ef-
fects do not scale to changes in precipitation regimes in reservoir adjacent areas, and can be related to
the high dependence of humidity and precipitation in these areas on large-scale circulation (including
moisture transport from oceanic sources and larger scale continental recycling) and climatic variability
in the region (including ENSO phases). However, we hypothesize that moisture generated from reser-
voir evaporation could potentially generate increased precipitation downwind. Future research could
explore these effects using modeling techniques [25] or atmospheric vapor tracers [21].

As expected, the largest differences in energy balance components occur between the reservoir and
its surroundings, as the result of a strong change in land cover (replacing vegetation with water).
However, changes in energy budgets are only restricted to the reservoir area and do not result in
significant variations in temperatures and other meteorological variables in surrounding land regions.
This is potentially associated with the climatic and topographical setting of these reservoirs. However,
hydropower reservoir projects also produce other environmental impacts, in terms of land-use change,
and ecological properties that are not assessed but complemented by our approach.

Hydropower projects can significantly alter the biophysical properties of the flooded areas, reducing
the values of albedo in a way that the resultant water body reflects less shortwave radiation than land
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areas. Consequently, these changes result in an increase in net radiation that is not compensated
by changes in longwave radiation emission. This rise in net radiation produces changes in the flux
components of the land surface energy balance, mostly resulting in increased evapotranspiration or
heat accumulation in comparison to surrounding areas or the same area before the project. However,
these changes do not relate or escalate to impacts in precipitation and temperature in areas close to
the reservoirs.

In summary, our results suggest that, although some general patterns related to energy and radi-
ation balances emerge from the installation of hydropower projects, their impacts on meteorological
processes vary and depend on other factors such as background climate, topographical setting, land use,
among others. Disentangling the mechanism behind these changes is challenging, as multiple factors
can interact to produce complex responses. However, our approach, which integrates multiple statis-
tical tools, brings an advance in evaluating the interactions between multiple input variables in the
resulting climate variables over reservoirs and their influence areas, which can further complement the
findings of the influences of reservoirs features in changes in the local climate. Also, this approach al-
lows to enhance the assessment of the environmental suitability of future hydropower reservoir projects
and select the best potential combination of conditions to minimize climatic impacts on surrounding
areas.
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