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Abstract. The purpose of this paper is to present a concrete model of com-
peting population species that exhibits a phenomenon called zip bifurcation.
The Zip Bifurcation was introduced by Farkas in 1984 for a three dimen-
sional ODE prey-predator system describing a chemostat. We will study a
three dimensional system of ordinary differential equations that model the
competition of two predators species for one single prey species. The system
is based on concrete trigonometric functions modeling the growth rate of the
prey and the functional response of the predator. The model exhibits different
kinds of behavior and shows examples of the so called “competitive exclusion
principle,” and the competition of one “r-strategist” and one “K-strategist.”
Additionally, in order to illustrate the zip bifurcation, we will present some
numerical simulations for our model.
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Un modelo de especies en competencia que exhibe

bifurcación zip

Resumen. El objetivo de este trabajo es presentar un modelo concreto de
poblaciones de especies en competición que exhibe la bifurcación Zip. La
bifurcación zip fue introducida por Farkas en 1984 para un sistema tridi-
mensional de ecuaciones diferenciales ordinarias que describe un quimiostato.
Estudiaremos un sistema tridimensional de ecuaciones diferenciales ordinarias
que modela la competición de dos poblaciones distintas de predadores por una
única población presa. El sistema usa funciones trigonométricas concretas pa-
ra representar la tasa de crecimiento de la presa y la respuesta funcional del
predador. El modelo exhibe diferentes clases de comportamientos y muestra
ejemplos de los llamados principio de exclusión competitiva y la competición
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de un r-estratega contra un k-estratega. Adicionalmente, para ilustrar la bi-
furcacion zip, presentaremos algunas simulaciones numéricas.
Palabras clave: Modelo depredador-presa, Bifurcación Zip, r-estratega, K-
estratega

1. Introduction

In this article, we introduce a tri-dimensional ordinary differential equation system for
two predator population species competing against one single prey species which exhibits
a bifurcation known as zip.

The phenomenon of zip bifurcation was introduced by Farkas [7] in 1984 joint with
a ODE system describing the competition of two predator species for a single prey.
This phenomenon is characterized by the fact that under certain conditions over the
parameters the system has an one–dimensional continuum of equilibria. At low values of
carrying capacity K, this line of equilibria is an attractor for the system and represents
stable coexistence among the species; nevertheless, as K is increased, the equilibria are
continuously destabilized, one of the predators loses competition and only one survives
with the prey.

In order to get the one dimensional continuum of equilibria and, therefore, the zip bifur-
cation, it is necessary to suppose that boundary parameters (boundary prey quantity) of
predator species are equal for both predators. This supposition results in a structurally
unstable system and, consequently, less useful to describe real particular ecosystems [18].
Nevertheless, this supposition makes it possible to identify one of the predators as a
K-strategist and the other as a r-strategist. Intuitively, an r-strategist is a species that
tries to survive throughout a high birth rate and a K-strategist is a species that consumes
little food, has low birth rate, and can maintain its siblings with little food supply.

It is important to note that the models introduced by Farkas have been originated in a
micro-organism test tube named chemostat [3], [4], [5], [20], [21]. In such a tube, food
(prey species) is given to the two predator species at a constant rate and the output
quantity of the system has to be equal to the input one; this output is made of non
consumed food and waste products. Inside the system, cells are produced. In the earlier
mathematical models for chemostat, food given to predator species was a prey species
that was modeled according to a logistic differential equation in absence of predators
[20]. Most of such models could exhibit certain kind of behavior, which has been defined
as the competitive exclusion principle. According to this principle, two predators having
a single common prey cannot survive and the “ less fit ” dies out.

Farkas has proven (see [8], [9], [10]) that the phenomenon called zip bifurcation is general,
in the sense that it is present in all tri-dimensional models that satisfy certain theoretical
conditions. From Farkas’ research, the zip bifurcation phenomenon has been studied from
several points of view: particularization of Farkas’ general system for models including
numerical experiments [6]; 3-dimensional competition models with generalized Holling
type III functional response for the predators [19]; generalization to four-dimensional
systems coming from economy and politology [2] and from population dynamics [11];
generalization to n−dimensional ordinary differential systems with and without diffusion
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[12], [13], [14]; tri-dimensional predator-prey model with a delay term for the growth
of the prey [15]; and non-smooth systems that exhibit a corresponding non-smooth zip
bifurcation [1].

It is important to remark that the most usual functions to build equations that model
competing populations species exhibiting zip bifurcation are of two kinds (see [1], [2], [6]-
[15], [19]): The logistic function: G(S) = γS

(
1− S

K

)
for the per-capita growth rate of the

prey, where S is the prey density and γ > 0 denotes the maximum growth rate, assuming
that the carrying capacity of the habitat K > 0, K ≥ S ≥ 0 and the Holling-family
functions : P (S) = m Sn

an+Sn for the functional response of the predators, where n ≥ 1 is
an arbitrary integer that defines the type of Holling function, m > 0 is the supremum of
P , and a > 0 is the half-saturation constant. The logistic function describes the situation
when the increasing rate is slow at the beginning, accelerates in the middle and slows
up at the end. Holling-family functions are increasing, bounded and depending on the
integer n ≥ 1; they could describe quick/slow increase (n = 1/n > 1) at low values of
the variable and always slows down at higher values.

In this paper, we consider a concrete model of two predator species competing for a single
prey with different per-capita growth rate for the prey and functional response of the
predators. Those are G(S) = γS

(
1− 3

π
arcsec

(
S
K

+ 1
))

for the per capita growth rate of

the prey, and P (S) = m̂·arcsec
(
1 + S

αi

)
for the functional response of the predators (i =

1, 2). This per-capita growth rate of the prey, in contrast with the logistic function, has
the property of reaching its maximum before, as the variable increases, and this maximum
is lower than the one of the logistic function; nevertheless, the remaining properties are
the same as the logistic function. The functional response of the predator is strictly
increasing, bounded, and concave down, and in the same way as Holling family functions
slows down at higher values of the variable. But in contrast with those functions, the
functional response of the predators describes a quicker increase at low values. Finally,
the supremum of our P is greater than the Holling function one, and this supremum is
not equal to our m̂, which is defined by: m̂ = A

Bαi+C
.

We will begin introducing the general conditions mentioned by Farkas in [8] for the zip
bifurcation (Section 2); then we will introduce the concrete model and show that this one
meets such conditions, and we will make a comment about the intuitive meaning of each
one (Section 3). Moreover, with this model, we will carry out qualitative analysis as well
as numerical experiments (Section 4). Numerical experiments play a very important role
in the sense that few publications on zip bifurcation show how the zip behaves, given
particular values of the bifurcation parameter and initial conditions for the species. We
will present numerical experiments for the zip bifurcation as well as for Hopf bifurcation
(Section 5), which occur when we consider the system restricted to the prey and only
one predator species, living in the habitat, with precise values of the carrying capacity
K.

2. Zip-bifurcation conditions

The dynamics of an ecosystem made of two predator species for a single prey species,
that eventually shows a zip bifurcation, can be described by the following system of
differential equations (see [8]):
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·
S = γSg (S,K)− x1p (S, α1)− x2p (S, α2) ,
·
x1 = x1p (S, α1)− d1x1,
·
x2 = x2p (S, α2)− d2x2.

(1)

We denote the quantity of prey species in time by S (t) and the respective quantities of
predators by x1 (t) and x2 (t). In the same way, we denote by γ the intrinsic growth rate
of the prey; by K the carrying capacity of the habitat ; by mi and di, (with i = 1, 2) the
maximum birth and death rate of i-th predator, respectively. The per-capita growth rate
of the prey in absence of predators is γg (S,K). The per-capita growth rate of the ith

predator is p (S, αi) for i = 1, 2. We note that predators’ death rate is assumed to be
constant and all the parameters defined in the system (1) are positive. Finally, we denote
by αi > 0 (with i = 1, 2) the so called half saturation constant of the respective predator.
The interpretation for this parameter is: when the prey species reaches the αi–value the
per capita birth rate of the ith predator, species reaches a half of the maximum birth
rate mi.

The functions g and p must satisfy the following conditions (according to Butler and
Farkas):

(i) g ∈ C2
(
(0,∞)× (0,∞) ,R

)
, g ∈ C0

(
[0,∞)× (0,∞),R

)
,

p ∈ C1
(
(0,∞)× (0,∞) ,R

)
and p ∈ C0

(
[0,∞)× (0,∞),R

)
.

(ii) g (0,K) = 1; g′S (S,K) < 0 < g′′SK for S ≥ 0, K > 0.

(iii) lim
K→∞

g′S (S,K) = 0.

(iv) (K − S) g (S,K) > 0 for S ≥ 0, K > 0, S 6= K.

(v) p (0, α) = 0, p′S (S, α) > 0 for S > 0, α > 0.

(vi) p′S (S, α) <
p (S, α)

S
for S > 0, α > 0.

(vii) p′α (S, α) < 0 for S > 0, α > 0.

We additionally suppose that
α2 < α1. (2)

From condition (2) and by (vii), we have that

p (S, α1) < p (S, α2) for all S > 0;

furthermore, we assume that
d1 < d2 (3)

and the following two conditions:

p (λ, αi) = di for i = 1, 2, (4)

K > λ, (5)
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where λ is the prey threshold quantity for the predator species. The system (1) satisfying
conditions (i) - (vii) and (2) - (5) represents a whole class of models of competing species
that exhibit zip bifurcation (see [8]). These models are classified in three subclasses that
are called natural, artificial, and degenerated when the partial derivative

∂

∂S

[
p (S, α2)

p (S, α1)

]

S=λ

is lower, greater or equal to zero, respectively. We want to show that our concrete model
is natural. This means that the advantage of species 2 over species 1 as expressed by
p(S, α1) < p(S, α2), for all S > 0, decreases as the quantity of the prey increases.

3. The concrete model

We propose a concrete model of two predators species competing for a single prey species.
In this model, the growth rate of the prey and the functional response of the predators
are assumed to be of trigonometric type. The model is represented by the following
system of differential equations:

·
S = γS

(

1− 3

π
arcsec

(
S

K
+ 1

))

− x1
A

Bα1 + C
arcsec

(

1 +
S

α1

)

−x2
A

Bα2 + C
arcsec

(

1 +
S

α2

)

, (6)

·
x1 = x1

A

Bα1 + C
arcsec

(

1 +
S

α1

)

− d1x1,

·
x2 = x2

A

Bα2 + C
arcsec

(

1 +
S

α2

)

− d2x2.

In this system A > 0, B ≥ 0, C ∈ R. We will prove, step by step, that this system satisfies
the Butler-Farkas conditions (i)-(vii) and we will assume conditions (2)-(5). In fact,
from this system, we notice that the per capita growth rate of prey species is: g (S,K) =(
1− 3

π
arcsec

(
S
K

+ 1
))

, with S ≥ 0 and K > 0; it is clear that g (K,K) = 0. This means
that when the number of prey species reaches the carrying capacity, the prey growth is
lower than or equal to zero. Let’s check condition (ii): g (0,K) = 1 − 3

π
arcsec (1) = 1;

this means that the maximum specific growth rate of the prey is reached when S = 0,
x1 = 0 and x2 = 0 and this maximum rate is equal to γ > 0.

Furthermore, since
(
S
K

+ 1
)
> 1, we have g′S (S,K)=−3

(
πK

(
S
K
+1
)√(

S
K
+1
)2−1

)−1

<0.

Moreover,

g′′SK (S,K) =
3S

π

(
K2 −KS − S2

(S +K)
2
(S2 + 2SK)

3

2

)

> 0;

since g′S (S,K) < 0, and given that lim
K→∞

g′S (S,K) = 1
π

lim
K→∞

−K
S+K

lim
K→∞

3√
S2+2SK

= 0,

then g′S (S,K) must be a increasing function of K; so, g′′SK (S,K) > 0. Besides, the
factor (K2−KS−S2) is positive, since if we have a fixed S and we make K bigger, then
K2 dominates over −(KS + S2).
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The condition (iii) means that high K variations in the prey quantity have a non signif-
icant effect over the growth rate.

Let’s check condition (iv): We have two possibilities: K > S and K < S.

1. If K > S, then: S
K

< 1, which implies S
K

+1 < 2; given that the function arcsec is

an increasing one, arcsec
(
S
K

+ 1
)
< arcsec(2), hence 1− 3

π
arcsec

(
S
K

+ 1
)
> 0, and

(K − S)
(
1− 3

π
arcsec

(
S
K

+ 1
))

> 0.

2. If K < S, then S
K

> 1, which implies S
K

+ 1 > 2; therefore,

arcsec
(
S
K

+ 1
)

> arcsec(2), and 1 − 3
π
arcsec

(
S
K

+ 1
)

< 0; hence, we have

(K − S)
(
1− 3

π
arcsec

(
S
K

+ 1
))

> 0; this means that if there are not predators
and if S is lower than the carrying capacity, K, then the growth rate of the prey
species is positive, and if S is higher than K, then the growth rate of the prey
species is negative.

We return now to system (1). Note that the per-capita growth rate of the predator is

p (S, α) =
A

Bα+ C
arcsec

(

1 +
S

α

)

, with A > 0, B ≥ 0, C ∈ R.

Now, let’s check condition (v): p (0, α) = A
Bα+C

arcsec (1) = 0; this means that if there is
no a prey, predators growth rate is zero. Furthermore, if C > 0, we have that p′S (S, α) =

A ×
(
α(Bα + C)

(
1 + S

α

)√(
1 + S

α

)2 − 1
)−1

> 0; this means that the per capita birth

rate of predators is an increasing function of the prey quantity.

Now let’s check condition (vi): this condition is true if

A

Bα+ C

1
(
1 + S

α

)√(
1 + S

α

)2 − 1

1

α
<

A

Bα+ C

arcsec
(
1 + S

α

)

S
,

which is equivalent to

α

√
S

2α+ S
< (α+ S) arcsec

(

1 +
S

α

)

;

taking fα (S) = (α+ S) arcsec
(
1 + S

α

)
− α

√
S

2α+S
, obviously fα (0) = 0. Proving that

this function is an increasing one, condition (vi) will be true:

f ′
αS (S) = arcsec

(

1 +
S

α

)

+
α (α+ S)√

2Sα+ S2 (2α+ S)
> 0;

this condition means that if p is a strictly concave function of S (for every α > 0) the last
inequality holds, with the only possible exception of isolated points in which the equality
holds.

Let’s check condition (vii):

p′α (S, α) =
−BA

(Bα+ C)2
arcsec

(

1 +
S

α

)

< 0, since A > 0 and B ≥ 0;
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this condition means that the predators birth rate is a decreasing function of α, and so
the greater the value of α, the greater the food quantity is needed to keep the same birth
rate of a specific predator. If p is bounded for a fixed α > 0, then we define the maximum
birth rate of predator as mi := supS>0 p (S, αi); hence,

mi = lim
S→∞

p (S, αi) ;

so, the meaning of mean saturation constant αi is that the value of the per-capita birth
rate of the ith predator is 2

3mi when S = αi. This is so because

mi = lim
S→∞

p (S, αi) =
A

Bαi + C

π

2
,

thus p (αi, αi) =
2
3mi; in our particular case: limS→∞ p (S, αi) =

A
Bαi+C

π
2 .

From now on, we will only study the case α1 > α2 > 0, and ignore the case α1 = α2

because it is less interesting. So, we suppose that the Butler-Farkas condition (2)
holds for system (6). From the previous observation, it is clear that p (S, α1) =

A
Bα1+C

arcsec
(
1 + S

α1

)
< A

Bα2+C
arcsec

(
1 + S

α2

)
= p (S, α2) . This condition means that

regardless the prey quantity, predator 2 birth rate is greater than predator 1 birth rate.
In other words, in order to reach the same birth rate, predator 1 needs more prey quantity
than predator 2.

Now we shall assume that condition (3) holds, that is, d1 < d2. Otherwise, if d1 ≥ d2,
p (S, α1)−d1 < p (S, α2)−d2, then predator 2 birth rate would be greater than predator 1
birth rate; in this case we can prove that predator 2 beats predator 1 in the competition
for food, and this population species will die out. Clearly we do not want this to happen.

One important feature of each predator species is the so called threshold prey quantity,
denoted by λi (i = 1, 2). This parameter indicates that when S = λi, then x′

i = 0, and
so, if S > λi then the ith predator birth rate is positive. Clearly, the lower λi, the better
survival for ith predator.

In this paper, we shall assume λ1 = λ2, that is, both predator species have the same
threshold prey quantity, regardless that each one of them reaches this number by different
means.

4. Main results

In order to work with the threshold prey quantity λ, we can see λ as a function of αi, di
in a particular domain; for instance, in the unit square [0, 1]× [0, 1], and so for a given
λ, we can find infinitely many pairs (αi, di) such that f(α1, d1) = f(α2, d2) = λ.

Clearly, from the per-capita growth rate of the predators, we have

f (αi, di) = αi

(

sec

(
di(Bαi + C)

A

)

− 1

)

.

For sake of simplicity, we will choose A = 2, B = C = 1, and (αi, di) in the unit square.
From this, we have a continuous function of α and d (see Figure 1), and by continuity,
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Figure 1. Threshold prey quantity λ as function of αi and di in the unit square, and the intersection
of the surface with an horizontal plane at λ = 0.6.

for a given λ between min and max of f , there exists at least one pair (αi, dj) such that
f(αi, dj) = λ.

According to conditions (2) and (3), for a zip bifurcation to occur, we choose α2 < α1 and
d1 < d2. We will consider λ = 0.6, and for this value, there exists a curve which represents
the infinitely many points that satisfy condition (4), i.e., p (λ, αi) = di for i = 1, 2. So
we have infinitely many possibilities to choose α2 < α1 and d1 < d2, as shown in the
graph of the mentioned curve (see Figure 1).

For instance, we can take the curve extreme values, that is the points (1, di) and (αi, 1),
i = 1, 2. Now, according to the numerics calculations, those values are (1, 0.8957) and
(0.8729, 1). The reader can easily verify that for those values, conditions (2), (3), and
(4) hold.

We mentioned that our model was natural ; that is right. It is possible to prove it;
nevertheless, it is time–consuming to prove that if α1 > α2 > 0 and S > 0, then
∂
∂S

(
p(S,α2)
p(S,α1)

)
< 0 for all S > 0. We can conclude that our model is natural, which means

that the ratio between birth rates (> 1) is decreasing, in particular in a neighborhood
of S = λ. As a consequence, the advantage of predator species 2 over predator species 1
(p (S, α1) < p (S, α2) for all S > 0) decreases when the prey quantity increases.

From all we have said, we can conclude that (6) is a natural system in which Butler-
Farkas conditions (i)–(vii) holds. Conditions (2)–(5) are assumed, then the system must
exhibit a zip bifurcation, just as the following theorem (see [8] for the general case) shows
in the particular case.

Theorem 4.1. Given that Butler-Farkas conditions (i)−(vii) holds for system (6) and also
that it is a natural system, then there exists K1 > 0 and K2 > 0, with λ < K1 < K2 < ∞,
such that for K ∈ (λ,K1) every point in the segment

LK =

{

(S, x1, x2) : S = λ, x1 ≥ 0, x2 ≥ 0,
Ax1

Bα1 + C
arcsec

(

1 +
S

α1

)

+

Ax2

Bα2 + C
arcsec

(

1 +
S

α2

)

= γλ

(

1− 3

π
arcsec

(

1 +
λ

K

))}
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is stable (in the Liapunov sense). For K ∈ (K2,∞), system (6) has no stable equilibria
in the space

{
(S, x1, x2) : S ≥ 0, x1 ≥ 0, x2 ≥ 0

}
. For K ∈ (K1,K2), the point(

λ, x1 (K) , x2 (K)
)

divides LK in two parts (one of which could be empty): points of LK

to the left of this point are unstable; points of LK to the right of this point are stable in
the Liapunov sense.

Proof. We follow the ideas as in [8]. Given that the system (6) is a particular case of
system (1), we can rewrite LK as follows:

LK = {(S, x1, x2) : p(λ, a1)x1 + p(λ, a2)x2 = γλg(λ,K), S = λ, x1 ≥ 0, x2 ≥ 0} . (7)

Linearizing the system (1) at any point (λ, ξ1, ξ2) ∈ LK , we have the characteristic
polynomial of the linearized system:

D(µ) = µ
[
µ2 +

{
ξ1p

′

s(λ, a1) + ξ2p
′

s(λ, a2)− γg(λ,K)− γλg
′

s(λ,K)
}
µ

+ ξ1p(λ, a1)p
′

s(λ, a1) + ξ2p(λ, a2)p
′

s(λ, a2)
]
.

Clearly µ = 0 is an eigenvalue. The polynomial between in square brackets is sta-
ble, if the remaining two eigenvalues have negative real part, that is, if and only if

ξ1p
′

s(λ, a1) + ξ2p
′

s(λ, a2) > γ
[
g(λ,K) + λg

′

s(λ,K)
]
. We can rewrite the last expresion

as: γλg(λ,K) + γλ2g
′

s(λ,K) <
[
λp

′

s(λ, a1)− p(λ, a1)
]
ξ1 +

[
λp

′

s(λ, a2)− p(λ, a2)
]
ξ2 +

p(λ, a1)ξ1 + p(λ, a2)ξ2.

Given that (ξ1, ξ2) belongs to LK , we get:

[
p(λ, a1)− λp

′

s(λ, a1)
]
ξ1 +

[
p(λ, a2)− λp

′

s(λ, a2)
]
ξ2 < −γλ2g

′

s(λ,K). (8)

By condition (vi), the left side of (8) is positive for all (λ, ξ1, ξ2) ∈ LK . In view of (ii)
and (iii), the right side is positive, decreases, and tends to zero when K → ∞.

Define the line segment

BK =
{
(S, x1, x2) :

[
λp

′

s(λ, a1)− p(λ, a1)
]
x1 +

[
λp

′

s(λ, a2)− p(λ, a2)
]
x2

= −γλ2g
′

s(λ,K), S = λ, x1 ≥ 0, x2 ≥ 0
}
. (9)

Now, we determine the point of intersection of lines LK and BK . Denoting this point by
(x1(K), x2(K)), we obtain (for i = 1, 2):

xi(K) = (−1)iγ
−λg

′

s(λ,K)p(λ, a3−i) + g(λ,K)
[
λp

′

s(λ, a3−i)− p(λ, a3−i)
]

p(λ, a2)p
′

s(λ, a1)− p′

s(λ, a2)p(λ, a1)
. (10)

Provided our particular model is natural, the denominator is positive. Moreover, the con-
ditions imposed upon the functions g and p imply x1(λ) < 0, x2(λ) > 0, lim

K→∞
x1(K) > 0

and lim
K→∞

x2(K) < 0. From this, we can conclude that x1(·) is a monotonic increasing

function of K and that x2(·) is a monotonic decreasing function of K, so, by continuity,
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unstable

Figure 2. Points of intersection between the lines BK and LK at extreme values of K and at an
intermediate value.

if we increase K, there exists a “first ” K1 > λ at which x1(K1) = 0. Analogously, if we
continue increasing K, there exists a “ last ” K2 > K1 at which x2(K2) = 0 (see Figure
2).

This means that if K ∈ (λ,K1), then Bk and LK intersect outside the positive octant
in such a way that LK is “below” BK , and so all the points of LK satisfy (8); therefore,
all those points are stable. In the other extreme case, if K ∈ (K2,∞), then Bk and LK

intersect outside the positive octant in such a way that LK is above BK and so no points
of LK in the positive quadrant satisfy (8); therefore, all those points are unstable.

Now, if K ∈ (K1,K2) and
(
λ, x1(K), x2(K)

)
∈ LK belong to the positive octant, then

this point divides LK in two parts: in the left part, condition (8) does not hold and,
therefore, those points are unstable; in the right part, condition (8) is valid, and, there-
fore, those points are stable. We can conclude that if K is increased from K1 to K2, the
point

(
λ, x1(K), x2(K)

)
move steadily along LK from the left end to the right end, while

the segment LK undergoes a parallel displacement “upwards”. In the process, points
left behind by

(
λ, x1(K), x2(K)

)
become destabilized. This phenomenon is called a zip

bifurcation. �XXX

5. Computer simulations

In Figure 3, we present numerical solutions for our model. We can see in the first case
(Figure 3a) that the one dimensional continuum of equilibria is stable, and so all the
populations will survive in the long term. This means that if food is limited, both
predators may live together in the long run in a steady state. Thus it depends on the
initial values of the population species. In the second case (Figure 3b), we see that K has
indefinitely grown (K > K2), then all the stable points of the system become unstable.
This phenomenon is known as enrichment paradox, because if food is abundant and the
prey quantity is also abundant, then, contrary to intuition, one of the two predator
species dies out and the other predator species will remain in the prey habitat. In the
last case (Figure 3c), one part of the one–dimensional continuum of equilibria is unstable
and the remainder is stable. From the point of view of the competition, as the quantity
of available food is increasing, the K-strategist is losing competition and those equilibria,
where the relative quantity of K-strategist is high compared to the quantity of r-strategist
are the first to be destabilized.

It is important to exhibit the bifurcation of the two end points of the segment LK . For
K > λ our system has an equilibrium point in its interior of the positive quadrant of each
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coordinate plane S, xi (i = 1, 2). The next theorem agrees with the respective numerical
results shown in Figure 4.

0
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11
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x1

2

22

3

33

(a) (b)

00
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1

x2

1
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2

x1

2

3

2
33

(c)

Figure 3. Numerical solutions around LK (in red) for K = K1; K = K2; and K1 < K < K2. Those
solutions were generated using a Runge-Kutta fourth order method. The coefficient values are: A = 2,
B = C = 1, γ = 10, λ = 0.6, α1 = 1, d1 = 0.8957, α2 = 0.8728, d2 = 1, K1 = 2.3831, K2 = 2.4401.
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Subcritical Hopf bifurcation for K=K1
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Figure 4. Hopf bifurcation for points P2(K1) and P1(K2). Those numerical solutions were generated
using a Runge-Kutta fourth order method.
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Theorem 5.1. Consider the system:

·
S = γS

(

1− 3

π
arcsec

(
S

K
+ 1

))

− xi

A

Bαi + C
arcsec

(

1 +
S

αi

)

,

·
xi = xi

A

Bαi + C
arcsec

(

1 +
S

αi

)

− dixi

(11)

with (i = 1, 2), and assume that K > λ. Then the steady state points

Pi (K) =



λ,
γλ
(
1− 3

π
arcsec

(
1 + λ

K

))

A
Bαi+C

arcsec
(
1 + λ

αi

)



 , with i = 1, 2,

fall in a subcritical hopf bifurcation for K = K3−i, i.e., each critical point generates an
unstable limit cycle.

Proof. We follow the ideas as in [8]. On linearizing system (11) at Pi(K), the eigenvalues
turn out to be

µ1,2(K) = α(K)± iβ(K),

where

α(K) = − γ

2p(λ, αi)

[
−λg

′

s(λ,K)p(λ, αi) + g(λ,K)
(
λp

′

s(λ, αi)− p(λ, αi)
)]

and

±iβ(K) =
1

2p(λ, αi)

{

γ2
[
−λg

′

s(λ,K)p(λ, αi) + g(λ,K)
(
λp

′

s(λ, αi)− p(λ, αi)
)]2

−4γλg(λ,K)p2(λ, αi)p
′

s(λ, αi)
} 1

2

.

Recalling (10), for i = 1, 2,

xi(K) = (−1)iγ
−λg

′

s(λ,K)p(λ, α3−i) + g(λ,K)
[
λp

′

s(λ, α3−i)− p(λ, α3−i)
]

p(λ, α2)p
′

s(λ, α1)− p′

s(λ, α2)p(λ, α1)
.

Provided that our particular model is natural, the denominator is positive, and given
that xi(Ki) = 0 for i = 1, 2, then the numerator of x3−i(K3−i) = 0, that is:

[
−λg

′

s(λ,K3−i)p(λ, αi) + g(λ,K3−i)
(
λp

′

s(λ, αi)− p(λ, αi)
)]

= 0, i = 1, 2. (12)

Therefore,

β(K3−i) =
{
γλg(λ,K3−i)p

′

s(λ, αi)
} 1

2

.

Now, from (12), we can conclude that, for i = 1, 2,

γλg(λ,K3−i)p
′

s(λ, αi) = p(λ, αi)
[
λg

′

s(λ,K3−i) + g(λ,K3−i)
]
.
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So, we have

β(K3−i) =
{
γp(λ, αi)

[
λg

′

s(λ,K3−i) + g(λ,K3−i)
]} 1

2

.

Now, according to Hopf Bifurcation Theorem (see [9]), in order to our system exhibits a
bifurcating closed orbit, we need to prove that

α(K3−i) = 0, β(K3−i) > 0, and α
′

K(K3−i) > 0.

From (12), note that for i = 1, 2,

α(K3−i) = − γ

2p(λ, αi)

[
−λg

′

s(λ,K3−i)p(λ, αi) + g(λ,K3−i)
(
λp

′

s(λ, αi)− p(λ, αi)
)]

= 0.

It is clear that β(K3−i) =
{
γp(λ, αi)

[
λg

′

s(λ,K3−i) + g(λ,K3−i)
]} 1

2

> 0. A calculation

yields to α
′

K(K3−i) = − γ
2

[
−λg

′′

SK(λ,K3−i) + g
′

K(λ,K3−i)
(
λp

′

S(λ, αi)− p(λ, αi)
)]

. It

is easy to note that, for λ < K, g
′

K(λ,K) > 0, and from conditions (ii) and (vi), we

conclude that α
′

K(K3−i) > 0. Finally, it is time-consuming to prove that the Hopf
bifurcation is subcritical, which is a consequence from the fact that the real part of the
Floquet exponent

G(S) =

(
f ′′(S)

pi(S)p
′

i(S)

)′

p2i (S)p
′2
i (S) +

(
f(S)p

′

i(S)

p
′′

i (S)

)′

p
′′2
i

is positive at S = λ, where f(S) = g(S,K3−i) and Pi(S) = p(S, αi), i = 1, 2. �XXX

It is important to note that when we take initial conditions outside the cycles, the distance
(in a suitable norm) between the respective solution and the limit cycle goes to infinity
very fast. From the point of view of competition, this means that in a one–predator
one–prey system, both species could or could not survive in the long run, depending on
initial conditions. If those conditions (initial quantities of predator and prey) are close
to certain numbers (the steady state point), then both species will survive. Nevertheless,
if initial quantities of predator and prey are far enough from the steady state point, then
predator species or even both species will die out.

6. Conclusions and discussion

We have seen that our model for two predators and one prey exhibits the zip bifurca-
tion phenomenon; nevertheless, we have also seen that this model, in general, does not
satisfy the so called competitive exclusion principle, according to which “two species of
approximately the same food habits are not likely to remain long enough evenly balanced
in numbers in the same region. One will crowd out the other ” (see [16]).

This principle has been known under many names: Gause’s Principle, Gause’s Rule,
Gause’s Law, Gause’s Hypothesis, Volterra-Gause Principle, Grinnells Axiom, and
Volterra-Lotka Law [17]. From these names, we can notice that the status of the princi-
ple is not clear (law, rule, axiom). Moreover, the principle has been highly controversial
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not only for the much evidence of coexistence among population species that share a
common habitat but also because “empirical studies can not prove and hardly falsify the
competitive exclusion principle, it can be verified only theoretically” ([17]).

Our purpose is not to participate in the controversy. Our model is theoretical and clearly
only satisfies the competitive exclusion principle when the carrying capacity of the habitat
indefinitely grows. In this case, the competitive exclusion principle is satisfied in spite of
the excess of food at disposal for the prey species. This is contrary to intuition because
one thinks that the more food in one habitat, the better opportunities for everybody to
survive. As we said earlier, this situation is known as enrichment paradox, and clearly
says that our system could model a very special kind of population species; it may be a
special type of bacteria, with neither intuitive nor evident dynamics. The data of real
competing population species that behave close to our model may be found in the future
by biologists strongly interested on population dynamics.

In memory of Miklos Farkas(1932-2007),
our dearest professor.
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