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Abstract 

Let 11 ...,, +rXX  be independent random variables, ( ),,Ga~ iii aX θ  

.1...,,1 += ri  Define ( ) riXXXY riii ...,,1,1 =+= +  and ,1+= rii XXZ  

....,,1 ri =  Then, ( )rYY ...,,1  and ( )rZZ ...,,1  follow multivariate beta 

type 1 and type 2 distributions, respectively. In this article several 
properties of these distributions and their connections with the 
multivariate-F and the multivariate-t distributions are discussed. 

1. Introduction 

The beta (type 1) distribution with parameters ( )21, αα  is defined by 

the probability density function (p.d.f.), 

( ) ( ){ } ( ) ,10,1,,;B1 111
2121

21 <<−αα=αα −α−α− uuuBu   (1) 

where 0,0 21 >α>α  and ( )21, ααB  is the beta function defined by 

( ) ( ) ( )
( )

.,
21

21
21 α+αΓ

αΓαΓ
=ααB  
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This distribution has two parameters and yet a rich variety of shapes. 

Because the beta distribution is bounded on both sides, it is often used  
for representing processes with natural lower and upper bounds. The       

beta distribution is well known in Bayesian methodology as a prior 
distribution on the success probability of a binomial distribution. The 

random variable V with the p.d.f. 

( ) ( ){ } ( ) ( ) ,0,1,,;B2 211 11
2121 >+αα=αα α+α−−α− vvvBv  (2) 

where 01 >α  and ,02 >α  is said to have a beta type 2 distribution   

with parameters ( )., 21 αα  Since (2) can be obtained from (1) by the 

transformation ( ),1 uuv −=  some authors call the distribution of v an 

inverted beta distribution. The inverted beta distribution arises from a 

linear transformation of the F distribution. The beta type 1 and beta type 
2 are very flexible distributions for positive random variables and have 

wide applications in statistical analysis, e.g., see Johnson et al. [7]. 
Several univariate generalizations of these distributions are given in 

Gordy [5], Ng and Kotz [12], Nagar and Zarrazola [11], and McDonald 
and Xu [10]. For an extensive review on matrix variate beta distributions 

the reader is referred to Gupta and Nagar [6]. 

It is of interest to note that beta type 1 and type 2 densities can be 
derived by using independent gamma random variables. The random 

variable X is said to have a gamma distribution with parameters ( )0>κ  

and ( ),0>θ  denoted by ( ),,Ga~ θκX  if its p.d.f. is given by 

( ) { ( )} .0,exp,;Ga 11 >






θ
−κΓθ=θκ −κ−κ xxxx  (3) 

Let 1X  and 2X  be independent random variables, ( )θα ,Ga~ 11X  

and ( ).,Ga~ 22 θαX  Then, it is well known that ( ) ~211 XXX +  

( )21,1B αα  and ( ).,2B~ 2121 ααXX  Further, if ( )111 ,Ga~ θαX  and 

( ),,Ga~ 222 θαX  then the densities of ( )211 XXXY +=  and =Z  

21 XX  are given by 

( ) ( )
( ) ( )

( )
( )[ ]

10,
11

1
;,;1B

21

211 11

21

21
21 <<

λ−−

−
αΓαΓ
λα+αΓ

=λαα
α+α

−α−αα
y

y

yy
y  (4) 
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and 

( ) ( )
( ) ( ) ( )

,0,
1

;,;2B
21

11 1

21

21
21 >

λ+αΓαΓ
λα+αΓ

=λαα
α+α

−αα
z

z

zz  (5) 

respectively, where .12 θθ=λ  The distributions defined by densities (4) 

and (5) are univariate generalizations of beta type 1 and type 2 

distributions, respectively. One can easily see that for 1=λ  the density 

(4) reduces to a standard beta density and for 2=λ  it slides to a beta 

type 3 density studied by Cardeño et al. [1], and Sánchez and Nagar [15]. 

The multivariate generalizations of (4) and (5) can be obtained by 

considering 1+r  independent gamma variables. Let ( ),,Ga~ iiiX θα  

,1...,,1 += ri  and define 

....,,1,
1

ri
XX

X
Y

ri

i
i =

+
=

+
 (6) 

Then, the joint distribution of rYY ...,,1  is a multivariate beta type 1 

distribution with the p.d.f. (Libby and Novic [9]), 

( )rrrryy λλααα + ...,,;;...,,;...,,1MB 1111  

( )
∏

∏
∏∑

=

−α

+

=

=
α+

=




















−







−
αΓ

λ





 αΓ

=
r

i ii

i
r

i i

r

i i
r

i i

yy
y i

i

1

21

1

1

1

1

1

1
1

1
 

,...,,1,10,
1

1

1
1

1

riy
y

y
i

r

i i

i
i

r
i i

=<<



















−
λ+×

∑ α−

=

+
=

∑  (7) 

where 

....,,1,1 riiri =θθ=λ +  

Further, define 

....,,1,
1

ri
X
X

Z
r

i
i ==

+
 (8) 
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Then, the joint distribution of rZZ ...,,1  is a multivariate beta type 2    

(or inverted beta) distribution with the p.d.f. 

( )rrrrzz λλααα + ...,,;;...,,;...,,2MB 1111  

( )
,1

1 1

1
1

1

1

1

1

1
1

∏ ∑
∏

∏∑
=

∑ α−

=

−α
+

=

=
α+

=

+
=














λ+

αΓ

λ





 αΓ

=
r

i

r

i
iiir

i i

r

i i
r

i i
r
i i

i

i

zz  

....,,1,0 rizi =>  (9) 

For ,11 =λ==λ r  the density in (7) slides to 

( )111 ;...,,;...,,1MB +ααα rrryy  

( )
∏

∏
∑

=

−α

+

=

+

=




















−







−
αΓ







 αΓ

=
r

i ii

i
r

i i

r

i i

yy
y i

1

21

1

1

1

1

1
1

1
 

....,,1,10,
1

1

1
1

1

riy
y

y
i

r

i i

i

r
i i

=<<



















−
+×

∑ α−

=

+
=

∑  (10) 

The density in (10) is named by Chen and Novic [2] the standardized 

multivariate beta distribution (of the first kind). For ,11 =λ==λ r  

the density (9) slides to the usual Dirichlet type 2 density. For ,2=r  the 

density in (10) reduces to a bivariate beta density considered recently by 

Olkin and Liu [13]. 

In this article, we study several properties of the multivariate 

generalized beta distributions defined by the densities (7) and (9). Several 

other multivariate generalizations of (4) and (5) have been studied         

by Pham-Gia and Duong [14]. Systematic treatment of multivariate 

generalizations of the beta type 1 and the beta type 2 distributions is 

given by Kotz et al. [8]. 

In Section 2, we discuss several properties of MB1 and MB2 

distributions. To establish these properties we use results on statistical 

distribution theory and stochastic representations of MB1 and MB2 
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variables in terms independent gamma variables. The method employed 

here is quite different from the traditional method of Jacobian of 

transformation. Section 3 and Section 4 deal with limiting forms of MB1 

and MB2 distributions. 

2. Properties 

In this section we study several properties of multivariate beta 

distributions defined by the densities (7) and (9). First we give definitions 

and stochastic representations of various multivariate generalizations of 

beta distributions (Tiao and Guttman [16] and Wilks [17]). 

The random variables rUU ...,,1  are said to have a Dirichlet type 1 

distribution with parameters ,;...,, 11 +ααα rr  denoted by ( ) ~...,,1 rUU  

( ),;...,,1D 11 +ααα rr  if their joint p.d.f. is given by 

( )
,1

1

1

1

1
1

1

1

1
1

∏ ∑
∏
∑

=

−α

=

−α
+

=

+

=
+














−

αΓ







 αΓ r

i

r

i
iir

i i

r

i i r

i uu  

∑
=

<=>
r

i
ii uriu

1

,1,...,,1,0  (11) 

where  

.1...,,1,0 +=>α rii  

The random variables rVV ...,,1  are said to have a Dirichlet type 2 or 

inverted Dirichlet distribution with parameters ,;...,, 11 +ααα rr  denoted 

by ( ) ( ),;...,,2D~...,, 111 +ααα rrrVV  if their joint p.d.f. is given by 

( )
∏ ∑

∏
∑

=

∑ α−

=

−α
+

=

+

=
=>













+

αΓ







 αΓ +

=r

i
i

r

i
iir

i i

r

i i
rivvv

r
i i

i

1 1

1
1

1

1

1
,...,,1,0,1

1
1

 (12) 

where 

.1...,,1,0 +=>α rii  
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Let 11 ...,, +rXX  be independent random variables, ( ),,Ga~ θαiiX  

.1...,,1 += ri  Then, it is well established that 

( ) ( )111

1

1

1

1
1 ;...,,1D~...,,...,, ++

=

+

=

ααα
















=

∑∑
rrr

i i

r
r

i i

d
r

X

X

X

X
UU  (13) 

and 

( ) ( ),;...,,2D~...,,...,, 11
11

1
1 +

++
ααα






= rr

r

r

r

d
r X

X
X
X

VV  (14) 

where ZX
d
=  means that X and Z have identical distributions. Further, 

using transformation of variables, one can easily prove the following 

result. 

Theorem 2.1. Let the random variables 11 ...,, +rXX  be independent, 

( ) .1...,,1,,Ga~ +=θα riX ii  Then, for ,1 rs ≤≤  

( )11
11

1 ;...,,2D~...,, +
++

ααα







rs
r

s

r X
X

X
X

 

and 














α+ααα

















++
∑

∑∑ =
++

= += +

+
s

i
rirss

i ri

r
s

i ri

s

XX

X

XX

X

1
11

1 11 1

1 ;...,,2D~...,,  

are independent. 

Let ( ) ( )rrrrYY λλααα + ...,,;;...,,1MB~...,, 1111  and ( ) ~...,,1 rZZ  

( )....,,;;...,,2MB 111 rrr λλααα +  Further, let 11 ...,, +rXX  be independent 

random variables, ( ) .1...,,1,,Ga~ +=θα riX iii  Then 

( ) 







++
=

++ 111

1
1 ...,,...,,

rr

r

r

d
r XX

X
XX

X
YY  

( )rrr λλααα + ...,,;;...,,1MB~ 111  (15) 
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and 

( ) 





=

++ 11

1
1 ...,,...,,

r

r

r

d
r X

X
X
X

ZZ  

( ),...,,;;...,,2MB~ 111 rrr λλααα +  (16) 

where ....,,1,1 riiri =θθ=λ +  

Next, we state a result from Fang et al. [3], and Fang and Zhang [4]. 

Theorem 2.2. Let Y and Z be n-dimensional random vectors. Further, 

let ZY
d
=  and ( ) mjfj ...,,1, =⋅  be Borel measurable functions. Then, 

( )

( )

( )

( )

.

11

















=
















Z

Z

Y

Y

m

d

m f

f

f

f

 

Next we give a well-known relationship between Dirichlet type 1 and 
Dirichlet type 2 variables which can easily be established using (13), (14) 
and the above theorem. 

Theorem 2.3. If ( ) ( ),;...,,1D~...,, 111 +ααα rrrUU  then 

( ).;...,,2D~
1

...,,
1

11

11

1
+

==

ααα
















−− ∑∑
rrr

i i

r
r

i i U

U

U

U
 

Further, if ( ) ( ),;...,,2D~...,, 111 +ααα rrrVV  then 

( ).;...,,1D~
1

...,,
1

11

11

1
+

==

ααα
















++ ∑∑
rrr

i i

r
r

i i V

V

V

V
 

In the next theorem we give stochastic representations of MB1 and 
MB2 variables in terms of components of a multivariate normal vector. 
An 1×n  random vector X is said to follow a multivariate normal 

distribution with mean vector ,µ  and positive definite covariance matrix 

Σ, denoted by ( ),,N~ ΣµnX  if its p.d.f. is given by 

( ) ( ) ( ) ( ) .,
2
1expdet2 1212 nn R∈



 −Σ′−−Σπ −−− xxx µµ  
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Theorem 2.4. Let ( ).,0N~ ΣnX  Partition X and Σ  as 

( )

( )
,,

1,2,21,1

1,22221

1,11211

1

1



















ΣΣΣ

ΣΣΣ
ΣΣΣ

=Σ
















=

++++

+

+

+

rrrrr

r

r

rX

X

X  

where ( )iX  and ijΣ  are 1×in  and ,ji nn ×  respectively, and ∑ +
=

=1
1

r
i in  

( ).rn >  If ( )jiij ≠=Σ ,0  and .2
iniii Iσ=Σ  Then 

( )

( ) ( )

( )

( ) ( ) 










++ ++ 212

2

2121

21
...,,

rr

r

r XX

X

XX

X
 







 λλ+

r
rr nnn

...,,;
2

;
2

...,,
2

1MB~ 1
11  

and 

( )

( )

( )

( ) ,...,,;
2

;
2

...,,
2

2MB~...,, 1
11

21

2

21

21







 λλ









 +
++ r

rr
r

r

r

nnn

X

X

X

X
 

where zzz ′=2  and ....,,1,22
1 riiri =σσ=λ +  

Proof. Note that the random variables ( ) ( ) 2121 ...,, +rXX  are 

independently distributed, ( ) ( ) .1...,,1,2,2Ga~ 22 +=σ rin ii
iX  The 

desired result now follows by using the stochastic representations (15) 
and (16). 

By taking 11 === rnn  in the second part of the above theorem, 

we have 

( ) ( ) ,...,,;
2

;
2
1...,,

2
12MB~...,, 121

2

21

2
1 





 λλ−











++ rr
r

r
rnXX

XX
 

from which the p.d.f. of ( ( ) ( ) ) ,...,, 11
1

′νν= ++ r
r

r XX XXT  

,rn −=ν  is obtained as 

( )[ ]

( ) ( )

( )

r

r

ii
r

i
r

r

i i tr
R∈

















ν

λ
+

νπνΓ

λ+νΓ
+ν−

== ∑∏
t,1

2

2
2

2
1

2
1

21

 (17) 
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which is a multivariate-t density with ν degrees of freedom. For ,1=r  

the density in (17) slides to a generalized t density given by 

( )[ ]
( ) ( )

( )
.,1

2

21
212

21

21
R∈








ν
λ+

νπνΓ

λ+νΓ
+ν−

tt  

The p.d.f. of 

( )

( )

( )

( ) ,...,,
21

2
1

21
1

21
1

′











=

+
+

+
+

r
r

r
r

r
r

n

n

n

n

X

X

X

X
F  

using the second part of Theorem 2.4, is derived as 

( )

( )
,

12

2

2

1 1

1

12

1

1

1

1

1
2

1

nr

i riii

r

i

n
i

r

i i

r

i

r

i i
n

rii

nfn

f

n

nnn ii







 λ+Γ







Γλ

∑
∏

∏
∏ ∑

= +

=
−

+

=

=

+

=+
 

where 

....,,1,0 rifi =>  

The density given above is a multivariate-F density with ( )11 ,...,, +rr nnn  

degrees of freedom. Substituting 1=r  in the above density, the F 

density is obtained as 

( ) ( )[ ]
( ) ( ) ( )( ) .0,

122
2

2
21

12

21

21
2

21
21

11
>

λ+ΓΓ
+Γλ

+

−
f

nfn

f
nn

nnnn
nn

nn
 

If ( ) ( ),;...,,1D~...,, 111 +rrn aaaUU  then it is well known that for 

( ) .;...,,1D~...,,,1
1

111 






≤≤ ∑ +
+=

r
si iss aaaUUrs  In the following theorem 

we establish similar result for the multivariate generalized beta type I 

variables. 

Theorem 2.5. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  then 

for ,1 rs ≤≤  

( ) ( )srssYY λλααα + ...,,;;...,,1MB~...,, 1111  
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and 

( ) ( )srs yyYY ...,,...,, 11 |+  

( )







−λ+

λ
α+ααα ∑

∑=
=

+
++

s

i
s

i iii

s
rirs

yy1
1

1
11 ...,,

11
;;...,,1MB~  

( )
.

11
1









−λ+

λ

∑ =

s

i iii

r

yy
 

Proof. Let ( ) .1,...,,1 sjyyyf jrj ≤≤=  Then using the stochastic 

representation (15) and Theorem 2.2, we get 

( ) 







++
=

++ 111

1
1 ...,,...,,

rs

s

r

d
s XX

X
XX

X
YY  

( ),...,,;;...,,1MB~ 111 srs λλααα +  

where the last line has been obtained by using (15) and the fact that 

sXX ...,,1  and 1+rX  are independent, ( ) siX iii ...,,1,,Ga~ =θα  and 

( ).,Ga~ 111 +++ θα rrrX  The proof of the second part follows from the 

definition. 

Corollary 2.5.1. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  then 

( )iriiY λαα + ;,1B~ 1  for ....,,1 ri =  

Theorem 2.6. If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 

for ,1 rs ≤≤  

( ) ( )srssZZ λλααα + ...,,;;...,,2MB~...,, 1111  

and 

( ) ( )srs zzZZ ...,,...,, 11 |+  

.
1

...,,
1

;;...,,2MB~
1

11

1
11

















λ+

λ

λ+

λ
α+ααα ∑

∑∑=
==

+
++

s

i
s

i ii

r
s

i ii

s
rirs

zz
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Proof. The proof is similar to the one given for Theorem 2.5. 

Corollary 2.6.1. If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 

( ) ....,,1,;...,,2B~ 1 riZ irii =λαα +  

In the next theorem we give relationship between multivariate beta 

type 1 and multivariate beta type 2 distributions. 

Theorem 2.7. (i) If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  then 

( )....,,;;...,,2MB~
1

...,,
1 111

1

1
rrr

r

r
Y

Y
Y

Y
λλααα








−− +  

(ii) If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 

( )....,,;;...,,1MB~
1

...,,
1 111

1

1
rrr

r

r
Z

Z
Z

Z
λλααα








++ +  

Proof. Using the stochastic representation (15) and Theorem 2.2, we 

have 

( )
( )

( )
( ) 






+−
+

+−
+

=







−− +

+

+

+

1

1

111

111

1

1
1

...,,
11

...,,
1 rrr

rrr

r

rd

r

r
XXX

XXX
XXX

XXX
Y

Y
Y

Y
 









=

++ 11

1 ...,,
r

r

r X
X

X
X

 

( ),...,,;;...,,MB2~ 111 rrr λλααα +  

where the last step has been obtained by using (16). The proof of the 

second part follows similarly. 

Corollary 2.7.1. (i) If ( ) ( ),;...,,1MB~...,, 111 +ααα rrrYY  then 

( ).;...,,2D~
1

...,,
1 11

1

1
+ααα








−− rr
r

r
Y

Y
Y

Y
 

(ii) If ( ) ( ),;...,,2D~...,, 111 +ααα rrrZZ  then 

( ).;...,,1MB~
1

...,,
1 11

1

1
+ααα








++ rr
r

r
Z

Z
Z

Z
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Corollary 2.7.2. (i) If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  

then for ,...,,1 ri =  

( ).;,2B~
1 1 iri

i

i
Y

Y
λαα

− +  

(ii) If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 

( ).;,1B~
1 1 iri

i

i
Z

Z
λαα

+ +  

Theorem 2.8. (i) If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 

( ) ( )1111 ;...,,2D~...,, +αααλλ rrrrZZ  

and 

( ).;...,,1D~
1

...,,
1

11

11

11
+

==

ααα
















λ+

λ

λ+

λ

∑∑
rrr

i ii

rr
r

i ii Z

Z

Z

Z
 

(ii) If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  then 

( )11
1

11 ;...,,2D~
1

...,,
1 +ααα








−
λ

−
λ

rr
r

rr
Y

Y
Y

Y
 

and 

( )

( )

( )

( ) 















−λ+

−λ

−λ+

−λ

∑∑ ==

r

i iii

rr
r

i iii YY

YY

YY

YY

1

1

1

111

11

1
...,,

11

1
 

( ).;...,,1D~ 11 +ααα rr  

Proof. Using the stochastic representation (16) and Theorem 2.2, we 
have 

( ) 







θ
θ

θ
θ

=





 λλ

=λλ
++++++ 1111

11

11

11
11 ...,,...,,...,,

rr

rr

rrr

rr

r

d
rr X

X
X

X
X

X
X

X
ZZ  

( ),;...,,2D~ 11 +ααα rr  

where the last step has been obtained by using (16). Now application of 
Theorem 2.3 yields the second result. The proof of the second part follows 
from Theorem 2.7(i) and part (i). 
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Corollary 2.8.1. If ( ) ( )rrrrYY λλααα + ...,,;;...,,1MB~...,, 1111  and 

( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then for ,...,,1 ri =  

( ) ( ),,1B~
1

,,2B~ 1

1

1 +

=

+ αα
λ+

λ
ααλ

∑
rir

i ii

ii
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Theorem 2.9. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  then 
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Proof. Using Theorem 2.8(ii) and Theorem 2.2, we have 
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where ( ) ( ).;...,,2D~...,, 111 +ααα rrrZZ  Now the result follows using 

Corollary 2.7.1(ii). 

Corollary 2.9.1. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  then 
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Theorem 2.10. If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 








 +−

i

r

i

i

ii

i

i Z
Z

Z
Z

ZZ
Z

Z
Z

...,,,1,...,, 111  

....,,,1,...,,;;...,,,,...,,2MB~ 111
1111 








λ
λ

λ
λ

λλ
λ

λ
λ

αααααα +−
++−

i

r

i

i

ii

i

i
iriri  



DAYA K. NAGAR and ERIKA ALEJANDRA RADA-MORA 86

Proof. Using the stochastic representation (16) and Theorem 2.2, we 

have 
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Now the result follows by using (16). 

Theorem 2.11. If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 
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where 11 ...,, +rXX  are independent, ( ),,~ 1+θαλ riiiX  .1...,,1 += ri  

Since, from Theorem 2.1, ( )1111 ...,, ++ λλ rssr XXXX  and 
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is obvious. Further 
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where the last line has been obtained by using the fact that rs XX ...,,1+  

and ∑ = ++λ
s
i rii XX

1 1  are independent, ( ) rsiX iii ...,,1,,Ga~ +=θα  
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Corollary 2.11.1. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  
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Corollary 2.11.2. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  

then for ris ≤≤+ 1  

( )

( )
.;,2B~

11

1

1
1

1














λα+αα

−λ+

− ∑
∑ =

+

=

s

i
iriis

i iii

ii

YY

YY
 

Corollary 2.11.3. If ( ) ( ),;...,,2D~...,, 111 +ααα rrrZZ  then ( )sZZ ...,,1  

and 














 +






 + ∑∑ ==+
s
i ir

s
i is ZZZZ

111 1...,,1  are independent. Further 

.;...,,2D~
1

...,,
1 1

11

11

1










α+ααα















++
∑

∑∑ =
++

==

+
s

k
rkrss

i i

r
s
i i

s

Z

Z

Z

Z
 

Theorem 2.12. If ( ) ( ),...,,;;...,,2MB~...,, 1111 rrrrZZ λλααα +  then 

the random variables ( ) 
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Further application of Theorem 2.11 gives independence of ( ...,,1Z  
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and 
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Repetition of this procedure finally yields the desired result. 

Corollary 2.12.1. If ( ) ( ),...,,;;...,,1MB~...,, 1111 rrrrYY λλααα +  
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In the next theorem, we derive the joint p.d.f.’s of partial sums of 

random variables distributed as multivariate beta type 1 or 2. 
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and for ,...,,1=i  
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and 
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Theorem 2.5, Theorem 2.7(i), Theorem 2.8(ii) and Theorem 2.9 were 

also obtained by Libby and Novic [9], and Chen and Novic [2]. 
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3. Limiting Behavior of MB1 Distribution 

Making the transformation ,...,,1,1 riYW iri =α= +  with the Jacobian 

( ) r
rrr wwyyJ −
+α=→ 111 ...,,...,,  in the joint density of ( )rYY ...,,1  given 
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Hence, using (19), (20) and (21), one can see that 
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where 
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4. Limiting Behavior of MB2 Distribution 

Making the transformation ,...,,1,1 riZW iri =α= +  with the Jacobian 

( ) r
rrr wwzzJ −
+α=→ 111 ...,,...,,  in (9), the density of ( )rWWW ...,,1=  

is derived as 
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