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Abstract 

 

This paper presents a comparison of different metaheuristic techniques applied to 

the assessment of power systems vulnerability to intentional attacks, also kwon as 

the electric grid interdiction problem. This problem is described through a bilevel 

formulation and comprises the interaction between a disruptive agent (attacker) 

and the power system operator (defender). The attacker is positioned in the upper 

level optimization problem and aims at finding the set of devices (lines, 

transformers and generators) that, once simultaneously attacked, would maximize 

the system load shedding. This problem is constrained by a limit on destructive 

resources and the response of the power system operator, located in the lower 

level optimization problem that reacts to the attack by modifying the generation 

dispatch aiming at minimizing the load shedding. The interdiction problem 

described in this paper is nonlinear and nonconvex; therefore, four different 

metaheuristic techniques are implemented and compared for its solution: Genetic 

Algorithm, GRASP, Iterated Local Search and Tabu Search. Results show that the 

Iterated Local Search adapts better to this problem obtaining the best rate between 

quality of solutions and computation time. 

 

Keywords: Genetic Algorithm, GRASP, Iterated Local Search and Tabu Search 

 

1 Nomenclature 
 

The nomenclature used throughout the document is provided here for quick 

reference. 
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Variables:  

 

𝛿𝐺𝑒𝑛 Binary vector that indicates the state of a generator (0 off service, 1 

on service). 

𝛿𝐵𝑟 Binary vector that indicates the state of a branch (0 off service, 1 on 

service). 

𝑃𝐿𝑆𝑛
 Active load shedding in bus 𝑛. 

𝑄𝐿𝑆𝑛
 Reactive load shedding in bus 𝑛. 

𝑃𝑙
𝐵𝑟 Active power flow in branch 𝑙.  

𝑄𝑙
𝐵𝑟 Reactive power flow in branch 𝑙.  

𝑆𝑙
𝐵𝑟 Apparent power flow in branch 𝑙.  

𝜃𝑛 Voltage angle in bus 𝑛. 

𝑉𝑛 Voltage magnitude in bus 𝑛. 

𝑃𝑔
𝐺𝑒𝑛 Active power generation provided by generator 𝑔. 

𝑄𝑔
𝐺𝑒𝑛 Reactive power generation provided by generator 𝑔. 

𝑃𝑛 Active power injection in bus 𝑛. 

𝑄𝑛 Reactive power injection in bus 𝑛. 

 
Parameters: 

 

𝑀 Limit on destructive resources.  

𝑀𝑙 Cost of attacking a branch.  

𝑀𝑔 Cost of attacking a generator.  

𝑃𝐷𝑛
 Active power demand in bus 𝑛. 

𝑄𝐷𝑛
 Reactive power demand in bus 𝑛. 

𝑃𝑔
𝑚𝑖𝑛 Minimum active generation of generator 𝑔. 

𝑃𝑔
𝑚𝑎𝑥 Maximum active generation of generator 𝑔. 

𝑄𝑔
𝑚𝑖𝑛 Minimum reactive generation of generator 𝑔. 

𝑄𝑔
𝑚𝑎𝑥 Maximum reactive generation of generator 𝑔. 

𝑃𝑙
𝑚𝑖𝑛 Minimum active power flow limit in line 𝑙. 

𝑃𝑙
𝑚𝑎𝑥 Maximum active power flow limit in line 𝑙. 

𝑄𝑙
𝑚𝑖𝑛 Minimum reactive power flow limit in line 𝑙. 
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𝑄𝑙
𝑚𝑎𝑥 Maximum reactive power flow limit in line 𝑙. 

 𝑆𝑙
𝑚𝑖𝑛 Minimum apparent power flow limit in line 𝑙. 

 𝑆𝑙
𝑚𝑎𝑥 Maximum apparent power flow limit in line 𝑙. 

𝜃𝑛
𝑚𝑖𝑛 Minimum voltage angle limit in bus 𝑛. 

𝜃𝑛
𝑚𝑎𝑥 Maximum voltage angle limit in bus 𝑛. 

𝑉𝑛
𝑚𝑖𝑛 Minimum voltage magnitude limit in bus 𝑛. 

𝑉𝑛
𝑚𝑎𝑥 Maximum voltage magnitude limit in bus 𝑛. 

𝑔𝑚𝑛 Conductance of the branch connecting nodes 𝑚 and 𝑛. 

𝑏𝑚𝑛 Susceptance of the branch connecting nodes 𝑚 and 𝑛. 

 
Sets: 

 

𝑁 Set of  buses. 

G Set of generators. 

L Set of branches. 

 
 

2. Introduction 
 

Electric power systems are vulnerable not only to random natural phenomena but 

also to deliberate attacks. Physical damage that results in the electric infrastructure 

from a malicious attack is similar to that caused by an extreme natural event; 

therefore, any analysis conducted with respect to intentional attacks can also help 

in taking preventions and corrective actions when random natural phenomena take 

place [1]. In this paper, the electric grid interdiction problem, also known as the 

terrorist threat problem, is approached. This problem is analyzed from the 

standpoint of physical attacks to the power system infrastructure rather than 

cyberattacks, which is a different topic and can be consulted in [2] and [3]. The 

electric grid interdiction problem was first formulated in [4] in a bilevel 

programming scheme involving the interaction of two agents: an attacker and a 

defender. The attacker is positioned in the upper level optimization problem and 

its objective is to cause de maximum damage to the network measured as load 

shedding. On the other hand, the defender (in this case the system operator) is 

located in the lower level optimization problem and reacts to the attack by 

modifying the generation dispatch in order to minimize the load shedding. 

 

Since its introduction in [4], the electric grid interdiction problem has been the 

focus of several studies. In [5], the authors proposed a generalization of the 

interdiction problem in which the bilevel model allows the definition of different 

objective functions for the attacker and system operator. In this case, the goal of  



1168                                                                            Jesús M. López-Lezama et al. 

 

 

the upper level optimization problem consists on minimizing the number of 

branches to attack in order to obtain a specific goal on loss of load. In [6], two 

different interdiction models of minimum and maximum vulnerability are 

proposed. The minimum vulnerability model is based on the ones presented in [4] 

and [5], while the maximum vulnerability model consists on identifying the 

maximum level of system load shedding that can be obtained with a fixed number 

of simultaneous outages. In [7], the authors present a worst-case interdiction 

analysis of the electric grid interdiction problem. The model identifies a set of 

power system components (lines and transformers) which destruction maximizes 

economic losses to customers.  In [8] and [9], line switching is introduced as an 

alternative strategy of the system operator to respond to deliberate attacks. In this 

case, the system operator is able to modify the system topology in order to 

minimize the loss of load. In [10], the authors present a power grid interdiction 

model that combines cascading effects and medium-term impacts. These last are 

evaluated by means of a DC optimal power flow model, while short-term impacts 

are addressed by a cascading outage analysis. In [11], the authors introduce an 

interdiction model that indicates where and when, over a specific time horizon, a 

power system is most vulnerable to intentional attacks. In [12], the investment 

planning of electric power systems is conducted taking into account a 

vulnerability assessment that considers intentional attacks. In this case, the authors 

use a Tabu Search (TS) metaheuristic to solve the proposed model.  

 

Bilevel programming models are intrinsically nonlinear and nonconvex, which 

makes their solution a challenging task. A common way to approach such models 

is by recasting the original bilevel problem into an equivalent single-level 

equivalent model. This is usually done by replacing the lower level optimization 

problem by its Karush Kuhn Tucker (KKT) optimality conditions as done in [4]-

[9]. The main drawback of this approach is that the lower level optimization 

problem must be linear. In this sense, a common feature of most interdiction 

models proposed in the specialized literature is that they use a linear modeling of 

the network (DC power flow model), which makes the problem easier to solve but 

neglects the effect of reactive power. However, some recent studies have been 

conducted approaching a nonlinear modelling of the network (AC power flow 

model). The first of them was introduced in [13] in which a genetic algorithm is 

proposed to solve the electric grid interdiction problem. In [14], the same problem 

is solved considering demand response. In both studies, the interdiction problem 

is solved in its original bilevel form since, due to its nonlinearity; it is not possible 

to replace the lower level optimization problem by its KKT optimality conditions. 

Therefore, the problem is approach by using metaheuristic techniques. This paper 

focuses on this last type of models. Also, it introduces as a new feature the 

consideration of generators as susceptible elements to be attacked. The proposed 

approach also considers an AC model of the network, which is more accurate than 

traditional DC power flow models. A comparison of different metaheuristic 

techniques used to solve the proposed model is presented. The solution of the 

electric grid interdiction problem provides a list of elements which simultaneous  
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outages would maximize load shedding. This information is of paramount 

importance to system operators which can develop preventive or corrective 

actions aiming to minimize the impact of such outages.      

  

The remaining of this document is organized as follows: in Section 3, the 

mathematical formulation of the AC interdiction problem is presented. In Section 

4, the metaheuristics applied to solve the proposed model are described. In 

Section 5, several tests are performed using the IEEE 24 bus power system to 

study the performance of the proposed techniques. Finally, in Section 6, the 

conclusions are presented. 

 

3 Mathematical Formulation  
 

The electric grid interdiction problem approached in this paper is given by (1)-

(20). Equations (1)-(4) represent the upper level optimization problem, while (5)-

(20) represent lower level optimization problem or reaction of the system 

operator. In this case, all attacks are considered to be 100% effective and transient 

effects as well as cascading outages are not considered. 

 

3.1 Upper level optimization problem  

 

As previously mentioned, the objective function of the upper level optimization 

problem consists on maximizing the total load shedding given by (1). This 

problem is restricted by the limit on total destructive resources given by (2). In 

this case, the cost of attacking a branch (line or transformer) and a generator are 

different and are represented by Ml and Mg, respectively. Equations (3) and (4) 

account for the binary nature of δg
Gen and δl

Br that are binary decision variables 

representing the state of generator g and branch l, respectively. The upper level 

optimization problem is also constrained by the reaction of the system operator 

(lower level optimization problem) described below. 

 

 
max

δg
Gen, δl

Br

 

 ∑ PLSn

n

;        ∀n ∈  N (1) 

Subject to: 

 
 

∑(1 − δl
Br)Ml

l

+ ∑(1 − δg
Gen)

g

Mg ≤ M;    
∀l ∈ L

∀g ∈ G
 

 

(2) 

δg
Gen ∈ {0,1};            ∀g ∈ G 

 

(3) 

δl
Br ∈ {0,1};           ∀l ∈  L (4) 
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3.2 Lower level optimization problem  

 

The objective function of the Lower level optimization problem is given by (5) 

and it is made of two terms. The first term is the cost of redispatching generation 

and the second one is the cost of load shedding (which is used as a last resource). 

This problem is subject to power system limits given by (6)-(12). In this case, (6) 

and (7) represent limits on voltage magnitudes and angles, respectively. Equations 

(8) and (9) stand for limits on active and reactive power generation, respectively. 

Equation (10) represents the apparent power limits on branches; while (11) and 

(12) indicate limits on active and reactive load shedding, respectively. In this case 

the load shedding must be lower than the total demand on the bus. Equations (13) 

and (14) represent the active and reactive power injections in bus n, respectively. 

Equation (15) indicates the components of the apparent power flow. Equations 

(16) and (17) represent the active and reactive power flow in braches, 

respectively. These expressions are multiplied by 𝛿𝑙
𝐵𝑟 that indicates whether the 

branch is on or off service. Equations (18) and (19) represent the active and 

reactive power balance constraints in all nodes. Note that generators are 

multiplied by their respective binary variable 𝛿𝑔
𝐺𝑒𝑛 that indicates if they are on or 

off service. Finally, the reference angle constraint if given by (20). 

 
𝑚𝑖𝑛

𝒙
 

 ∑ 𝑐𝑔𝑃𝑔
𝐺𝑒𝑛

𝑔

+ ∑ 𝑐𝐷𝑆𝑛
𝑃𝐷𝑆𝑛

𝑛

; 

𝒙 = [
𝜃𝑛, 𝑉𝑛, 𝑃𝑔

𝐺𝑒𝑛, 𝑄𝑔
𝐺𝑒𝑛, 𝑃𝑙

𝐵𝑟 , 𝑄𝑙
𝐵𝑟 ,

 𝑃𝐷𝑆𝑛
, 𝑄𝐷𝑆𝑛

] 

(5) 

Subject to:  

 𝜃𝑛
𝑚𝑖𝑛 ≤ 𝜃𝑛 ≤ 𝜃𝑛

𝑚𝑎𝑥;         ∀𝑛 ∈ 𝑁 (6) 

  

𝑉𝑛
𝑚𝑖𝑛 ≤ 𝑉𝑛 ≤ 𝑉𝑛

𝑚𝑎𝑥;          ∀𝑛 ∈ 𝑁 (7) 

  

𝑃𝑔
𝑚𝑖𝑛 ≤ 𝑃𝑔

𝐺𝑒𝑛 ≤ 𝑃𝑔
𝑚𝑎𝑥;      ∀𝑔 ∈ 𝐺 (8) 

  

𝑄𝑔
𝑚𝑖𝑛 ≤ 𝑄𝑔

𝐺𝑒𝑛 ≤ 𝑄𝑔
𝑚𝑎𝑥;     ∀𝑔 ∈ 𝐺 (9) 

  

 𝑆𝑙
𝑚𝑖𝑛 ≤ 𝑆𝑙

𝐵𝑟 ≤ 𝑆𝑙
𝑚𝑎𝑥;      ∀𝑙 ∈ 𝐿 (10) 

  

0 ≤ 𝑃𝐿𝑆𝑛
≤ 𝑃𝐷𝑛

;    ∀𝑛 ∈ 𝑁 
(11) 

 

 0 ≤ 𝑄𝐿𝑆𝑛
≤ 𝑄𝐷𝑛

;    ∀𝑛 ∈ 𝑁 (12) 
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𝑃𝑛 = 𝑉𝑛 ∑ 𝑉𝑚[𝑔𝑚𝑛 cos(𝜃𝑚𝑛) + 𝑏𝑚𝑛 sin(𝜃𝑚𝑛)];

𝑛

∀𝑛 ∈ 𝑁 (13) 

  

𝑄𝑛 = 𝑉𝑛 ∑ 𝑉𝑚[𝑔𝑚𝑛 sin(𝜃𝑚𝑛) + 𝑏𝑚𝑛 cos(𝜃𝑚𝑛)];

𝑛

∀𝑛 ∈ 𝑁 
(14) 

 

 

(𝑆𝑙
𝐵𝑟)2 = (𝑃𝑙

𝐵𝑟)2 + (𝑄𝑙
𝐵𝑟)2;   ∀𝑙 ∈ 𝐿 (15) 

  

𝑃𝑙
𝐵𝑟 = 𝛿𝑙

𝐵𝑟 ∙ [
𝑔𝑚𝑛𝑉𝑛

2 + 𝑔𝑚𝑛𝑉𝑚𝑉𝑛 cos(𝜃𝑚𝑛)

−𝑏𝑚𝑛𝑉𝑚𝑉𝑛 sin(𝜃𝑚𝑛)
] ;    ∀𝑙 ∈ 𝐿 

(16) 

 

𝑄𝑙
𝐵𝑟 = 𝛿𝑙

𝐵𝑟 ∙ [−𝑏𝑚𝑛𝑉𝑛
2 + 𝑏𝑚𝑛𝑉𝑚𝑉𝑛 cos(𝜃𝑚𝑛) − 𝑏𝑚𝑛𝑉𝑚𝑉𝑛 sin(𝜃𝑚𝑛)];      ∀𝑙 ∈ 𝐿 

(17) 

 

𝛿𝑔
𝐺𝑒𝑛 ∙ 𝑃𝑔

𝐺𝑒𝑛 − 𝑃𝐷𝑛
+ 𝑃𝐷𝑆𝑛

= 𝑃𝑛;         ∀𝑛 ∈ 𝑁 
(18) 

 

 

𝛿𝑔
𝐺𝑒𝑛 ∙ 𝑄𝑔

𝐺𝑒𝑛 − 𝑄𝐷𝑛
+ 𝑄𝐷𝑆𝑛

= 𝑄𝑛;         ∀𝑛 ∈ 𝑁 
(19) 

 

𝜃𝑟𝑒𝑓 = 0 
(20) 

 

 

The model given by (1)-(20) is nonlinear and nonconvex. Note that decision 

variables on the upper level problem are parameters to the lower level problem. 

Once the attacker has decided which elements to render out of service, the system 

operator reacts to such attack plan by redispatching generation, minimizing the 

load shedding. This must be done considering the power system limits. 

 

3.3 Problem codification  

Taking into account the binary nature of the upper level optimization variables 

and the integer nature of a given list of power system elements, a candidate 

solution to the interdiction problem can be represented either by a binary or 

integer interdiction vector (IV). Fig. 1 illustrates an attack plan on a power system 

composed by 13 branches and 4 generators. In this case, there are 17 elements 

susceptible to be attacked. These elements are arranged in a list in which the first 

13 positions are branches and the last 4 (element 14 to element 17) are generators. 

Note that the representation of an attack plan can be done either by a binary vector 

representing the list of the 17 elements and their respective state (1 means that the 

element is operative, while 0 represents that the element has been attacked), or by 

an integer vector that indicates in each entry the number of the element that was 

attacked. In this case, branches L1, L10, L12 and generator G3 were attacked. 

These correspond to elements 1, 10 12 and 16 of the list as can be seen in Fig. 1. 
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G1

G2 G3

G4

L8 L9

L11

L12

L13

L2

L6 L7

L10

L5

L3
L4 L1

  L1    L2    L3   L4   L5    L6    L7   L8   L9   L10   L11  L12  L13  G1   G2   G3   G4

L1 L10 L12 G3

1 10 12 16

0 1 1 1 1 1 1 1 0 1 1 0 1 1 1 0 1a)

b)
 

 

Fig.1 Representation of an attack plan through binary and integer interdiction 

vectors. 

 

4. Implemented Metaheuristics  
 

Metaheuristics are methodologies that can solve combinatorial optimization 

problems of high mathematical complexity with low computational effort. They 

are especially well suited to solve nonlinear, nonconvex and multimodal 

optimization problems such as the one described in this paper. There are a bunch 

of metaheuristic techniques that can be applied to solve the electric grid 

interdiction problem. In this paper four of them have been selected in order to 

compare their performance. The selection of these metaheuristics was based 

basically on the familiarity that the authors have with them, their ease of 

implementation and their proved effectiveness to tackle complex mathematical 

problems. A brief description of each metaheuristic is provided in this section. A 

detail description of each of them is out of the scope of the present paper. 

However, the interested reader can consult [15] and [16]  for a more in depth 

discussion and details of these techniques. 

 

4.1 Genetic Algorithm (GA) 

 

Genetic Algorithms are based on an adaptive search based on the Darwinian 

principle of reproduction and survival of individuals that best adapt to a given 

environment. GAs have been successfully applied for solving highly complex 

problems related with the planning and operation of power systems as shown in 

[17] and [18]. Given an initial population, it is successively subjected to the stages 

of selection, recombination and mutation in order to find better individuals until a 

stopping criterion is met (see Fig.2) [19]. 
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Initial population

Is stopping 
criteria met?

Yes

No

Fitness Evaluation

Tourament Selection

Mutation

Begin

Recombination

Repair unfeasible 
individuals

New generation

End

 
 

Fig. 2. Flowchart of the implemented GA.  

 

In the implemented GA, the solution candidates or interdiction vectors represent 

the individuals of a population (see Fig. 1). The GA starts with a set of N different 

individuals (N being the size of the population which remains constant). Given 

certain limits of destructive resources, the creation of the initial population in 

done in such a way that they do not excess such limit (constrain given by (2)). The 

objective function of the initial population is evaluated as indicated by (1). This 

step is known as fitness evaluation; for this, an optimal power dispatch is 

computed to account for the reaction of the system operator using the software 

Matpower [20]. 

 

The individuals of the next generation are obtained by tournament selection. Such 

individuals are called parents and must go through the stage of recombination and 

mutation to generate new individuals (offspring). Mutation is done by selecting a 

position of the interdiction vector and changing its status.  

In the recombination and mutation processes some individuals might turn out to 

violate constraint (2). In this case, they must be repaired; that is done by reducing 

the number of elements under attack until constraint (2) is enforced. A new 

generation is composed of the best N individuals obtained from the combined 

population of parents and offspring. The GA stops when a maximum number of 

iterations is reached. 

  

4.2 Greedy Randomized Adaptive Search Procedure (GRASP) 

This method consists on iterations made up from successive constructions of a 

greedy randomized solution and improvements of it through a local search. The 

GRASP metaheuristic has basically two phases: a greedy randomized constructive 

phase which is in charge of generating an initial solution and a local search that 

finds a local minimum of such solution.  
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The constructive phase of the GRASP is illustrated in Fig. 3. This phase initiates 

with an empty IV. A binary representation with zeros in all entries is suitable in 

this case (see Fig. 3). Then random attacks are added to the IV. In this case, it 

must be taken into account the fact that the Required Destructive Resources 

(RDR) do not exceed a predefined limit denoted as M. In this way, constraint (2) 

is enforced. Then, if the RDR exceeds M, the last element added to the IV is 

discarded. The procedure is done until a predefined number of different IVs is 

created. 

 

 

Create 
empty IV

RDR > M ?

Yes

No

Add one attack 
to the IV

End

Discard 
attacked 
element

RDR = M ?

Were all IVs  
evaluated?

Are all IVs 
unique?

No

No

Yes

Yes

Yes

No

Begin

Discard 
repeated IVs

 
 

Fig. 3. Constructive phase of the GRASP metaheuristic.  

 

Fig. 4 illustrates the flowchart of the implemented GRASP metaheuristic. Initially 

a set of IVs is built using the constructive phase illustrated in Fig.3. Then, one of 

the IVs is selected and its objective function is obtained. For this, the lower level 

optimization problem (reaction of the system operator) must be computed. This is 

done by solving the optimization problem given by (5)-(20) using as parameters 

the information of the attack plan indicated by the IV (operative states of branches 

and generators). Once this is done, a local search is performed to look for better 

solutions. The procedure is repeated until all IVs created in the constructive phase 

are evaluated. The best IV is selected as the solution. 
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Constructive Phase

Last IV?

YesNo

Select IV

Local Search

Begin

Compute OF

Select Best 
IV

End

Select 
next IV

 
Fig. 4. Flowchart of the implemented GRASP metaheuristic.  

 

4.3 Iterated Local Search (ILS) 

 

This technique belongs to the category of neighborhood-search metaheuristics. It 

is based on finding a locally optimal solution by perturbing a current solution and 

applying local search [20]. Fig. 5 illustrates this procedure. Starting from a given 

initial solution (that can be obtained with a constructive algorithm), the ILS finds 

a local optimal solution. Then, a perturbation is applied and the algorithm starts 

from a different location in the search space to look again for a locally optimal 

solution. 

 

Search space

Objective Initial solution 

Local search

  Local optimum

Perturbation

Final solution 

Perturbed solution

 
Fig. 5. Iterated local search representation.  

 

ILS algorithms can be combined or hybridized with other metaheuristics as shown 

in [21] and [22]. The ILS implemented in this paper begins with an initial solution 

provided by a constructive heuristic algorithm. The local search is performed over 

a variable neighborhood in a two-step procedure, which guarantees both 
diversification and intensification. The initial solution for the ILS is found applying 
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the constructive heuristic depicted in Fig. 3. Once an initial solution is given, a 

local search is performed. 

 

The local search implemented within the ILS metaheuristic is performed in two 

steps. In the first step, a random and simultaneous variation of two IV components 

is performed. Such variation is accepted if the new IV does not violate constraint 

(2) and its new objective function is better than the current solution. The 

procedure stops after a given number of variations is executed, or after the first 

improvement of the objective function is reached. The second step of the local 

search is given by the random variation of each component of the IV; the stopping 

criterion is the same as the one described for the first step. Fig. 6 illustrates the 

implemented ILS. In this case, the stopping criterion is the maximum number of 

iterations. 

 

Find initial IV

Two-step local search

  Better solution 
is found?

Save IV 

Is the 
stopping 
criterium 

met?

Solution=best IV

Apply 
perturbation 

Yes

Yes

No

No

Start

End

 
 

Fig. 6. Flowchart of the implemented ILS.  

 

4.4 Tabu Search (TS) 

 

This method belongs to the category of local search metaheuristics. The TS uses a 

neighborhood search procedure to move iteratively between solution candidates 

until a stopping criterion is satisfied. This technique modifies the structure of the 

neighborhood as the search progresses and uses a short-term memory (called tabu 

list) to avoid visiting regions that were explored in the recent past [16]. 
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The implemented TS uses an integer representation of the interdiction vectors (see 

Fig. 1). It starts with an initial solution that is feasible in destructive resources (it 

complies with constraint (2)). This first solution is designed in such a way that 

only considers attacks on generators. The objective function of this first solution 

is saved as the best current solution. Subsequently, a neighborhood search is 

performed that consists on changing the types of elements to be attacked. It starts 

with the change of the first two components of the IV by two new components, 

continuing with the next two and so on. As the amount of resources diploid to 

attack a generator are supposed to be greater than those necessary to attack a 

branch; an attack on a generator can be replaced in the IV by its equivalent in 

number of branches. This requires a mechanism to stablish the ratio Mg/Ml. Fig 7a 

illustrates an example of the local search with an IV = [1 10 12 16] where the last 

element corresponds to the attack on a generator. If the ratio Mg/Ml is 2, the attack 

to generator G3 can be replaced by the attack of two branches maintaining the 

same cost of the solution to the attacker. If the ratio is not an integer value it is 

approximated to the lower integer value. In Fig. 7b the attack on two lines (L1 and 

L10) is replaced by the attack on two other lines (L3 and L4). In this case, the 

same destructive resources are required. 

 

L1 L10 L12 G3

1 10 12 16

L1 L10  L12   L7    L8

1 10 12 7 8

Current IV New IV

L1 L10 L12 G3

1 10 12 16

L3 L4 L12 G3

 3 4 12 16

a)

b)

 
 

Fig. 7. Illustration of the local search used in the TS algorithm.  

 

 

The elements that are initially exchanged in the IV are saved in the tabu list; 

indicating that they cannot be part of new candidate solutions at least for a given 

number of iterations. The aspiration criterion allows invalidating this assumption 

if these elements, when integrated to the IV result in better solutions (greater 

values of load shedding) than those currently found by the algorithm. Fig. 8 

depicts the flow chart of the implemented TS. In this case, the initial solution can 

be obtained with a constructive heuristic, such as the one illustrated in Fig. 3 or it 

can be randomly generated. The algorithm stops when a maximum number of 

iterations is reached. More details on TS applications can be consulted in [16]. 
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Fig. 8. Flowchart of the TS algorithm.  

 

5 Tests and Results  
 

In order to compare the performance of the proposed techniques several tests were 

performed on the IEEE 24 bus reliability test system [23]. This system comprises 

24 buses, 38 branches, 11 generators and 17 loads. All tests were performed for a 

winter day at 18:00 with a total demand of 2850MW. Minimum generation limits, 

for all generators, were considered to be 0 MW. On the other hand, minimum and 

maximum voltage magnitude limits in all buses were considered to be 0.95 and 

1.05 p.u, respectively. 

 

For the sake of simplicity destructive resources (𝑀) are given in integer numbers 

expressed as monetary units. It was assumed that the cost of attacking a branch is 

𝑀l=1 while the cost of attacking a generator is 𝑀𝑔=2. All simulations were 

performed on a laptop with 4.0GB of RAM and a core-i5 processor. Each of the 

parameters of the proposed metaheuristics was calibrated by trial and error. After 

several executions to calibrate the parameters of the metaheuristics, the best 

results were obtained with the following values: 

ILS: 30 perturbations starting form an initial solution and 30 iterations in each 

local search. 

GRASP: 500 initial candidates obtained from the constructive heuristic (Fig. 2) 

and 30 iterations in each local search. 

AG: 100 initial individuals, 50 generations, mutation rate of 5% and single point 

crossover. 

TS: 50 iterations. The elements in the tabu list were kept 5 iterations before being 

considered as components of new solutions. 
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Table 1, Table 2 and Table 3 present the best results obtained with the 

metaheuristics for M=4, M=5 and M=6, respectively. In this case, a branch is 

represented by the nodes it links, separated by a hyphen (-); while a generator is 

represented prefixing the letter G to the node where it is located. LS in the third 

column stands for load shedding. 

 

Since attacking a branch costs 1 monetary unit and attacking a generator costs 2 

monetary units; with M=4 the disruptive agent would be able to simultaneously 

attack 4 branches, 2 generators, or 1 generator and two branches. The results with 

M=4 are presented in Table 1. In this case ILS, GRASP and AG techniques 

obtained the same solution which consists on attacking generators on buses 13 and 

23. This attack plan aims at reducing the generation capacity of the system and 

would result in a load shedding of 725.63 MW (25.46% of the total demand). On 

the other hand, the solution obtained with the TS was very similar in load 

shedding but with a completely different strategy: in this case, the interdiction 

plan consists on attacking branches 12-23, 13-23, 14-16 and 15-24, which would 

result in a load shedding of 724.47 MW (25.42% of the total demand). Note that 

both solutions reported in Table 1 are quite similar, however the TS was able to 

find the interdiction plan much faster than any other metaheuristic (see fourth 

column of Table 1). 

 

Table 1. Best interdiction plans with different techniques for M = 4.  

 

Technique Interdiction plan  
LS 

(MW) 
Time (s) 

ILS G13, G23 725.63 813.06 

GRASP G13, G23 725.63 4095.98 

GA G13, G23 725.63 954.74 

TS 12-23, 13-23, 14-16, 15-24 724.47 411.17 

 

Table 2 presents the best results obtained with M=5 for the four techniques under 

study. The attack plans are also illustrated in Fig. 9. In this case, the ILS and 

GRASP obtained the same solution that consists on attacking the generators in 

buses 13 and 23 plus the branch connecting nodes 7-8. This attack plan would 

result in 896.17 MW of load shedding (31.44% of the total demand). Note that 

this solution contains the one already found by both techniques with M=4 (see 

Table 1) and incorporates a new attack on a branch. In this case, attacking branch 

7-8 isolates the generator in bus 7 (see Fig. 9a); so that the total effect is as if three 

generators were under attack. In this case the GA and TS techniques found 

different attack plans with similar load shedding: 881.86 MW and 848.97 MW, 

respectively. The solution found by the GA consists on attacking 3 branches and 1 

generator, while the solution found by the TS consist on attacking 5 branches. 

Both solutions are similar in quality as those found by the ILS and GRASP; 

however, the TS found the solution faster than the other techniques (see column 4 

on Table 2). 
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The best attack plans obtained with the four metaheuristics with M= 6 are 

presented in Table 3 and illustrated in Fig 10. The ILS and GRASP found the best 

results considering an attack on four branches and one generator (see Fig 10a) 

which would result in 1115.4 MW of load shedding (39,13% of the total demand). 

 

Table 2. Best interdiction plans with different techniques for M = 5.  

 

Technique Interdiction plan 
LS 

(MW) 
Time (s) 

ILS 7-8, G13, G23 896.17 804.05 

GRASP 7-8, G13, G23 896.17 5083.03 

GA 15-21, 15-21, 16-17, G23 881.86 1208.39 

TS 9-12, 10-12, 11-13, 14-16, 15-24 848.97 712.70 

 

 

Table 3. Best interdiction plans with different techniques for M = 6.  

 

Technique Interdiction plan 
LS 

(MW) 
Time (s) 

ILS 12-23, 13-23, 14-16, 15-24, G13 1115.40 1216.22 

GRASP 12-23, 13-23, 14-16, 15-24, G13 1115.40 7047.75 

GA 3-24, 7-8, 9-12, 10-12, 11-13, 14-16 1019.50 1608.33 

TS 1-5, 3-24, 11-13, 12-13, 12-23, 14-16 850.76 1025.89 
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Fig. 9. Best attack plans with M=5 found by: a) ILS and GRASP, b) AG and c) 

TS. 
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Fig. 10. Best attack plans with M=5 found by: a) ILS and GRASP, b) AG and c) 

TS.  

 

The best solution found with the GA for M=6 is completely different from the one 

found by the ILS and GRASP. However it is very similar in terms of quality. In 

this case, the resulting load shedding would be 1019.50 MW (35.77% of the total 

demand) only 1.36% lower than the one obtained with ILS and GRASP 

techniques with respect to the total demand. Finally the TS found a solution of 

less quality resulting in 850.76 MW of load shedding (29.85% of the total 

demand).   

As regards computational time, the GRASP technique always took more time that 

the other metaheuristics. The second most time consuming technique was the GA 

followed by ILS and finally TS that was the fastest technique.  

 

6. Conclusions 
 

This paper presented a comparison of four metaheuristic techniques applied to the 

electric grid interdiction problem. The implemented methods were: ILS, GRASP. 

GA and TS. The techniques under study allows to identify the most critical 

elements in terms of the load shedding that they might cause if they are 

simultaneously attacked. Identifying this set of elements is of paramount 

importance to the system operator and system planner in order to take preventive 

and corrective actions aiming at minimizing the damage cause by natural 

phenomena or deliberate attacks.  

 

The tests carried out with the IEEE 24 bus reliability test system showed the 

applicability of all the techniques as well as their strengths and weaknesses. In 

particular, it was found that the ILS and GRASP techniques were able to find 

solutions of better quality than those obtained by the AG and TS methods. 

However, it was observed that the TS is able to find high quality solutions in less 

computational time than the other techniques. Nevertheless; when the number of 

attack elements is incremented, the quality of the solutions found by the TS were  
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deteriorated. A future work will include more details in the modeling of the 

network such as the effect of distributed generation and demand response as well 

as other metaheuristic techniques. 
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