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ABSTRACT

Urban valleys can experience serious air pollution problems as a combined result of their limited ventilation

and the high emission of pollutants from the urban areas. Idealized simulations were analyzed to elucidate the

breakup of an inversion layer in urban valleys subject to a strong low-level temperature inversion and to-

pographic effects on surface heating such as topographic shading, as well as the associated air pollution

transport mechanisms. The results indicate that the presence and evolution in time of the inversion layer and

its interplay with an urban heat island within the valley strongly influence the venting of pollutants out of

urban valleys. Three mechanisms of air pollution transport were identified. These are transport by upslope

winds, transport by an urban heat island–induced circulation, and transport within a closed slope-flow cir-

culation below an inversion layer.

1. Introduction

Urban valleys can experience serious air pollution

problems as a combined result of their limited ventila-

tion and the high emission of pollutants from the urban

areas (e.g., Rutllant and Garreaud 1995; Malek et al.

2006; Chu et al. 2008). In such complex terrains, the

venting of pollution out of the valley is limited by the

topography and can be further restricted by local cir-

culations (Gohm et al. 2009), and particularly by urban

heat island–induced circulations (Haeger-Eugensson

andHolmer 1999; Savijärvi and Liya 2001) and low-level
temperature inversions (Janhall et al. 2006; Yao and

Zhong 2009; Rendón et al. 2014). The occurrence of

inversion layers near the ground, that is layers where the

potential temperature increases with height (Whiteman

1982), are common in urban areas and mountain valleys

(Oke 1995; Whiteman 2000).

The destruction of an inversion layer is termed the

breakup of the temperature inversion (BTI). This process

can have a large influence on the air quality of urban areas

in complex terrain. Different studies confirm the associa-

tion between the occurrence and persistence of tempera-

ture inversions and the presence of high concentrations of

air pollutants in urban valleys. For instance, heavy air

pollution events experienced in the city of Santiago in the

Central Valley in Chile (Rutllant andGarreaud 1995), the

city of Logan in the Cache Valley of Utah in the United

States (Malek et al. 2006), and the Lanzhou urban valley

in China (Chu et al. 2008) have been associated with low-

level inversions.

In a valley, inversions are destroyed by the combined

effects of two processes: the upward growth of a con-

vective boundary layer (CBL) from the ground, and the

removal of air from the base of the inversion by the

upslope flows that develop over heated sidewalls, which

in turn induces subsidence warming over the valley

center (Whiteman and McKee 1982; Whiteman 1982;

Zoumakis and Efstathiou 2006). Both processes are

driven by the heating of the surface, which produces

thermal winds and turbulence.

The heating of the surface in an urban valley can have

large spatial variations due to the presence of an urban

heat island (UHI), and it exhibits a diurnal cycle that is
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largely influenced by the spatial and temporal variations of

the solar radiation that reaches the ground. The orienta-

tion of the valley sidewalls with respect to the sun can force

asymmetric irradiation conditions owing to topographic

effects such as topographic shading (Matzinger et al. 2003;

Hoch and Whiteman 2010) and because the absorption of

solar radiation depends on the inclination of the surface

(Hay and McKay 1985; Whiteman et al. 1989). Both

modeling and observational studies have noted several

implications of this asymmetry on the slope and valley

wind system, as well as the associated impacts on the in-

version dynamics and the venting of pollution. The topo-

graphic shading can delay the BTI and lead to an

asymmetric development of theCBLalong the valley floor

and slopes (Anquetin et al. 1998; Colette et al. 2003). Such

a delay can have significant impacts on air quality (Rendón
et al. 2014), mainly because the presence of an inversion

layer tends to reduce the mass flux in the slope wind layer

(Vergeiner and Dreiseitl 1987). Asymmetric thermal

forcing of the valley sidewalls may result in an asymmetry

in wind circulation and air pollutants distribution (Gohm

et al. 2009; Lehner and Gohm 2010), as well as in the de-

velopment of cross-valley flows (Lehner and Gohm 2010).

Pollutants in the slope flowmay remain trapped in a closed

slope-flow circulation (Reuten et al. 2005), which has been

described in some studies as a ‘‘smog trap’’ situation. This

smog trap can be enhanced by UHI-induced circulations

(Savijärvi and Liya 2001; Rendón et al. 2014).
The present paper follows up our previous study about

the effects of urbanization on the BTI and the accompa-

nying impacts on air quality (Rendón et al. 2014). Herewe

investigate the influence that the orientation of an urban

valley subject to a strong temperature inversion has on its

local atmospheric dynamics and pollution, owing to the

topographic effects on surface heating. In particular, we

examine the evolution in time of the BTI and the asso-

ciated mechanisms of air pollution transport, through

idealized simulations performed with the Eulerian/

Lagrangian (EULAG) numerical model (Prusa et al.

2008). The simulations are idealized in the sense that they

are conducted with idealized topography, surface heating,

and some atmospheric conditions including the absence of

moisture and the structure of the initial inversion layer

(further details are given in section 2). The remainder of

the paper is organized as follows: the model and the ex-

periment are described in section 2, results are presented

in section 3 and discussed in section 4, and the conclusions

are drawn in section 5.

2. Model description and experiment design

The model setup is the same of our previous study

(Rendón et al. 2014), but with two differences. First, the

model now includes an algorithm for representing the

influence of the topographic shading and the de-

pendence of the solar radiation absorption on the in-

clination of the surface (Bellasio et al. 2005). Second, in

the present study the topography is different, the valleys

are deeper, and their sidewalls are steeper, as compared

with the valleys studied in Rendón et al. (2014). Our

idealized approach is similar to that of other previous

studies about thermal winds in valleys (e.g., Anquetin

et al. 1998; Colette et al. 2003; Serafin and Zardi 2010a;

Schmidli et al. 2011). Further details about the model

(section 2a), the experiment (section 2b), and the model

setup (section 2c) are given below.

a. Model description

The numerical model adopted in this study is

EULAG, which has been thoroughly documented in the

literature (Prusa et al. 2008, and references therein), and

has been applied to investigate the daytime evolution of

the thermal wind circulation in valleys (Schmidli et al.

2011; Rendón et al. 2014), among other topics generally

related to fluid dynamics of compressible or incom-

pressible fluids.

In the present study EULAG was configured as

a nonhydrostatic model that solves the anelastic equa-

tions of motion in terrain-following coordinates, under

the Ogura and Phillips (1962) approximation of the at-

mosphere. The model employs an explicit predictive

equation for turbulent kinetic energy (TKE) and uses

a local Deardorff-type TKE closure derived for large-

eddy simulations for which the length scale is based on the

grid spacing (Deardorff 1980). Surface drag is accounted

for through the usual bulk formula with a drag coefficient

CD5 0.01.Wemodified the EULAGcode to account for

the topographic shading and the effects of solar radiation

on the heating of inclined surfaces according to the al-

gorithmofBellasio et al. (2005). Further details about this

are given below.

b. Experiment design

The basic idea of the model experiment consists in

comparing the BTI and the transport of air pollutants in

two distinctly oriented urban valleys. Both valleys are

the same but for their geographic orientation: one valley

is oriented south–north (S–N valley), while the other is

oriented east–west (E–W valley). Our experiment can

be viewed as a numerical development of the conceptual

experiment proposed by Lehner et al. (2011; see their

Fig. 1). In a simple south–north-oriented valley, as the

sun rises in the morning, the east-facing slope can re-

ceive direct radiation while the west-facing slope is still

shaded. The opposite situation occurs in the afternoon.

This asymmetric irradiation of the valley sidewalls has
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implications on dynamics and air pollution (see refer-

ences in section 1).

For convenience, we will refer to the sidewalls of both

valleys as the left and right sidewalls. In the S–N valley

‘‘left and right’’ is equivalent to ‘‘west and east,’’ while in

the E–Wvalley it is equivalent to ‘‘south and north.’’We

assumed that our valleys are located at the equator

(08 latitude). The date chosen is the vernal equinox

(yearday 81), when the sun rises directly to the east, sets

directly to the west, and, at the equator, follows an east–

west path through the sky, with maximum insolation at

solar noon. It implies that the path of the sun is either

normal or tangential to the cross section of the S–N

valley or the E–W valley, respectively.

Each valley has two types of homogeneous land cover:

urban and rural, which are distinguished by assuming that

the surface heating is higher in the urban areas owing to

the thermal properties and impermeability of urban sur-

faces like concrete or asphalt (Offerle et al. 2006; Nadeau

et al. 2009). In both cases, the urban area grows sym-

metrically from the center of the valley and extends to the

lower part of the sidewalls. Although the reported results

do not consider the effects of roughness, we tested the

sensitivity of our results to the inclusion of these effects

under the assumption that the urban areas are rougher

than the rural ones, and we found no significant differ-

ences. In these test runs the drag coefficient was 0.010 for

the urban land and 0.001 for the rural one. A similar

sensitivity analysis, with similar results, was made in our

previous study (Rendón et al. 2014). All the simulations

were performed during the daytime between 0600 and

1800 local standard time (LST), starting with a condition

of temperature inversion.

The idealized diurnal cycle of the sensible heat flux

was defined through the function

Qh(x, t)5Qr(x)K(x, t) , (1)

where Qh(x, t) is the time- and space-varying flux of sen-

sible heat (Jm22s21),Qr(x) is a maximum reference value

depending on whether the surface at x (x is the horizontal

coordinate across the section of the valley) is urban [Qr(x)5
300 Jm22s21] or rural [Qr(x)5 90 Jm22s21], andK(x, t)

is a factor that ranges from 0 to 1 and determines the

shape of the diurnal cycle of surface heating. To distin-

guish both valleys for their geographic orientation, we

definedK(x, t) as a function of the radiation that reaches

the surface and computed it as

K(x, t)5
Rdif(x, t)1Rref(x, t)1Rdir(x, t)

Rmax

, (2)

where Rdif(x, t), Rref(x, t), and Rdir(x, t) are, respectively,

the diffuse, the reflected, and the direct radiation reaching

the surface at every location (x) and time (t); Rmax is the

maximum of all of the values of the sum Rdif(x, t) 1
Rref(x, t) 1 Rdir(x, t), which is included to make K(x, t)

dimensionless. These solar radiation components were

estimated according to the algorithm of Bellasio et al.

(2005), which allows us to consider the spatial variation

of the terrain slope and aspect and of the sky view

factor, the time variation of the horizon angle and the

solar zenith at every location, and the change in radi-

ation depending on the inclination of the surface.

These factors are important in controlling the spatial

variability of the surface radiation budget in moun-

tainous terrain (Oliphant et al. 2003). It turns out that,

for instance, at a given time some points at the valley

surface do not receive direct radiation because of to-

pographic shading, which in turn means a reduction in

K(x, t) and then in Qh(x, t). There is no dependence of

Qh(x, t) on y (y is the horizontal coordinate normal to

the cross section of the valley) because of the symmetry

and orientation of the valleys. Further details about the

topography and the coordinate system are given in

section 2c(1).

Figure 1 shows the values of K(x, t) for both valleys,

and the differences between them. The greater differ-

ences are concentrated over the sidewalls with peak

values (;0.15) occurring at some points in the midpart of

the right sidewall in themorning and in themidpart of the

left sidewall in the afternoon. These peak values are as-

sociated with the effect of the topographic shading in

restricting the direct radiation, which ismore pronounced

in the right (left) sidewall during the morning (after-

noon), in the S–N valley. In the right sidewall, the dif-

ferences are negative during the morning while slightly

positive during the afternoon, which means that in the

morning (afternoon) this sidewall is less (more) heated in

the S–N valley than in the E–W valley. Analogously, on

the left sidewall the differences are negative (positive)

during the afternoon (morning). The heating of the

sidewalls of the S–N valley is asymmetric, while it is

symmetric in the E–W valley.

Equation (1) involves the assumption that the shape

of the diurnal cycle of sensible heat is similar to that of

net solar radiation, which is in reasonable agreement

with previous studies of the surface energy balance

(see, e.g., Grimmond and Oke 2002; Matzinger et al.

2003). The values computed through Eq. (1) are on the

same order of magnitude as those reported in literature

for different urban and rural areas (e.g., Wesson et al.

2001; Grimmond and Oke 2002; Jung et al. 2011). We

acknowledge that the representation of surface heating

through the described formulation is still very simpli-

fied with respect to, for instance, a model of the urban

energy balance (e.g., Grimmond and Oke 2002), but it
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reasonably represents the main features of the topo-

graphic effects that we are studying in an idealized

framework.

Urban areas are important sources of air pollution

because of factors such as the emission of gases by the

industrial (Rosenzweig et al. 2010) or transport sectors

(Colvile et al. 2001). To obtain insights into the air

quality impacts, we simulate the transport of a passive

tracer released from the urban area by assuming that this

area acts as a uniform and continuous source, that is,

that there is no spatial or temporal heterogeneity of

emissions.

It is important to bear in mind that we are not con-

sidering any spatial heterogeneity such as that caused

by intraurban variations of pollution (Wilson et al.

2005) and surface energy fluxes (Offerle et al. 2006),

which are still very complex issues that are strongly

dependent on the particularities of each city. There-

fore, we regard our assumption of intraurban homo-

geneity as the simplest possibility, although other

assumptions may be raised as well. Neither chemical

reactions nor the radiative effects of pollutants in the

atmosphere are considered, and we do not include

moisture in our simulations at this stage. The presence

of moisture will play a complex role in conditioning the

efficiency of the valley heating process, causing the

release of latent heat but also reducing the radiant

energy flux if condensation occurs (Schmidli et al. 2011;

Serafin and Zardi 2010a). Future investigations are

needed to clarify these issues.

c. Model setup

1) TOPOGRAPHY AND SIMULATION DOMAIN

The domain of the simulations is 25 600m in the x

direction (horizontal coordinate across the valley),

6400m in the y direction (horizontal coordinate along

the valley), and 6400m in the z direction (vertical co-

ordinate). The horizontal grid is uniform and has

a resolution of 50m, and the vertical grid is set with

terrain-following coordinates stretched with a mini-

mum gridcell size of 25m at the surface and amaximum

gridcell size of 121m at the top of the simulation do-

main. Although idealized, the topography is loosely

based in a reference urban valley, the Aburrá valley in
the Colombian Andes, where urbanization has been
progressing rapidly and the urban area (Medellín city
and its neighboring cities) has expanded beyond the
valley floor toward the sidewalls, and it is represented
by the function (Rampanelli et al. 2004)

z(x)5 h

8>>>><
>>>>:

1, jx2 x0j. sx1 yx

1

2

�
12 cos

�
pjx2 x0j2 yx

sx

��
, yx, jx2 x0j, sx1 yx

0, jx2 x0j, yx

, (3)

where z(x) is the height of the terrain above the valley floor

(m), h is the maximum depth of the valley (h 5 2000m),

x0 is the x coordinate of the center of the valley (x0 5
12800m), sx is the width of the sidewalls (sx5 8000m), and

yx is the half-width of the valley floor (yx 5 2000m).

Equation (3) represents a symmetrical cross section,

constant along the y direction. In addition, two 2800-m-

length plateaus are included in themodeling domain to have

the lateral boundaries far from the top of the sidewalls. The

average steepness of the sidewalls is 25%, and the transitions

between them and the plateaus and the valley floor are

smooth to prevent abrupt changes in wind direction.

FIG. 1. Dimensionless factorK(x, t) that determines the shape of the diurnal cycle of surface heating depending on the orientation of the

valleys and the accompanying topographic effects on solar radiation in the (left) S–N and (center) E–W valleys, and (right) differences of

K(x, t) between both valleys.
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2) INITIAL AND BOUNDARY CONDITIONS

The initial condition of the simulations is characterized

by the presence of a strong low-level temperature in-

version and an atmosphere at rest. At the beginning of the

simulations (0600 LST), there is an inversion layer in the

lowest 800m above the whole valley floor with a vertical

potential temperature gradient (›u/›z) of 11Kkm21,

corresponding to a Brunt–Väisäla frequency of N2 5
0.019 s21. Above the top of the inversion we assume neu-

tral stratification, that is, ›u/›z 5 0 for z . 800m.

The influence of synoptic winds is neglected by de-

fining all the lateral boundaries as periodic. To avoid

unrealistic reflection of upward-propagating internal

gravity waves aloft, a Rayleigh damping layer of 2000m

is included below the top of the domain (Warner 2011).

The bottom and the top of the domain are treated as

impermeable boundaries.

3. Results

The different orientation of the valleys leads to differ-

ences in the diurnal cycle of the surface heating (Fig. 1)

due to the asymmetric irradiation of the sidewalls in the

S–N valley where the east-facing (west facing) slope is

more heated during the morning (afternoon). The im-

plications of these asymmetries on the evolution in time

of the temperature inversion (section 3a), the cross-valley

wind system and turbulence (section 3b), and the tracer

distribution and transport (section 3c) are examined be-

low. The fields of differences between both valleys pre-

sented in several figures are always computed as the

values in the S–N valley minus the corresponding values

in the E–W valley. All of the results are averaged along

the valley (the y direction) to focus our analyses on the

dynamics in the valley cross section (the x2z plane). This

averaging procedure does not affect the qualitative be-

havior of the results with respect to a single cross section

in the center of the valley. Since the valley has no varia-

tion in width along its axis (the y direction), the cross-

valley circulation induced by the slope flow can essentially

be considered two-dimensional in the cross-valley plane

(the x2z plane) (Rampanelli et al. 2004). The plots do not

show the entire simulation domain but only the selected

region of interest. Recall that a comparison between the

left (right) sidewalls of both valleys will be a comparison

between the west (east) sidewall of the S–N valley and the

south (north) sidewall of the E–W valley.

a. Potential temperature and inversion breakup

Most of the time the core of the S–N valley, including

the lower part of the sidewalls, is slightly colder (the

maximum difference is ;2.8K), as indicated by the

negative differences shown in Fig. 2. In the early

morning (0700 LST; Fig. 2a) the situation is still close to

the initial conditions; however, some negative differ-

ences slightly skewed toward the right side are found

on the valley floor. In the late afternoon (1700 LST;

Fig. 2f), the differences are concentrated over the left

sidewall, which is colder in the S–N valley because it

receives less solar radiation.

The evolution in time of the inversion profiles in the

center and along the sidewalls does not show marked

differences between the two valleys (Fig. 3). In both

valleys the height of the top of the inversion remains

substantially unchanged during the BTI, while the base

of the inversion is continuously raised until the breakup,

which occurs between 1400 and 1500 LST. As will be

confirmed in the next section, the development of the

CBL over the valley floor is the process that dominates

the BTI in both valleys; that is, the breakup is mainly

caused by the rise of the bottom of the inversion layer

resulting from the growth of the CBL. This BTI pattern

can be described as pattern 1 according to the classifi-

cation proposed by Whiteman (1982) and Whiteman

andMcKee (1982). In contrast to the previous result that

the BTI pattern can change as a result of the expansion

of the urban area (Rendón et al. 2014), our present re-
sults do not show a significant dependence of the BTI

pattern on the topographic shading.

On average, the inversion profiles both in the center of

the valley and along the sidewalls are colder in the S–N

valley throughout the daytime (Fig. 4). The differences

are more marked in the lower part of the right (left)

sidewall during the morning (afternoon), that is, where

direct radiation is more restricted in the S–N valley

(Fig. 1). The transport of heat by the slope winds and the

thermal turbulence over the slopes lead to higher vari-

ability of u along the sidewalls than in the center of the

valleys (Figs. 3 and 4).

Our results (including plots every 15min, not shown)

do not show a delay in the breakup time as a conse-

quence of the topographic shading. In both valleys, the

breakup occurs around 1430 LST. A previous study by

Colette et al. (2003) found that the topographic shading

delays the breakup, and other studies have shown that

decreasing the surface heating rate in a valley can also

delay the breakup (Bader and McKee 1985; Anquetin

et al. 1998; Rendón et al. 2014). However, although

the S–N valley is relatively colder as a consequence of

more pronounced topographic shading, the breakup

time does not exhibit a noticeable difference between

both valleys. An explanation for this will be given in

section 4.

Figure 5 shows the time–height evolution of u in both

valleys. For both valleys, this figure confirms that the
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breakup is mainly caused by the rise of the bottom of the

inversion layer, and shows three main differences in the u

profiles between the center and the sidewalls. First, the

heating rate is faster over the sidewalls than over the

center owing to the upward movement of warm air along

the slopes, both below and above the inversion layer

(Fig. 8). Note, for instance, that below the inversion layer

296, u , 297K at 1200 LST in the center, whereas

297, u , 298K over the sidewalls. At the same time,

above the inversion 298, u , 299K while u . 299K

over the sidewalls. The upper part of the sidewalls reach

u 5 299K before 0800 LST, while in most parts of the

center profile this potential temperature is reached

around 1600 LST. Second, the bottom of the inversion

layer rises faster over the sidewalls than in the center,

which is also owing to the upslope flow. For instance, at

1000 LST the height of the inversion layer bottom is

;0.60 km over the sidewalls, while in the center it is

;0.45 km. Third, the top of the inversion layer moves

upward over the sidewalls but not in the center. For

instance, from 1000 to 1200 LST, the height of the in-

version top varies from ;0.80 to ;0.90 km over the

sidewalls, while it remains approximately constant in the

center. The ascent of the top of the inversion over

the slopes is caused by the upslope flows and the as-

cending motions both below and above the edges of the

inversion layer, while the constancy of the inversion-top

height in the center is related to relatively weak vertical

motions occurring above the inversion layer (Fig. 8).

Figures 3 and 5 also show the development of a shal-

low superadiabatic layer near the ground over the side-

walls of both valleys. Note, for instance, that at 1200 LST,

there is a thin layer around z5 0.3 kmwhere u decreases

with height, that is, a superadiabatic layer. This layer

develops at 0900 LST and afterward near the rural–

urban fringe, possibly as a result of the progressive heating

of the surface and the sudden change in sensible heat

flux on the sidewalls at the edges of the urban area. The

appearance of such superadiabatic layer might be asso-

ciated with the development of upslope winds that

FIG. 2. Consecutive differences between the longitudinal mean fields of the cross-valley (u) potential temperature

in the S–N andE–W valleys: (top left) 0700 to (bottom right) 1700 LST. Isolines are shown every 0.04K; negative and

positive contours are black and orange, respectively. The black triangles in the outline of the orography mark the

edges of the urban area.
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remove air from the base of the inversion, as hypoth-

esized by Whiteman and McKee (1977). Interestingly,

in our results, the appearance of this superadiabatic

layer coincides with the development of upslope winds

(Fig. 8).

Figure 5 also shows an asymmetry in the time–height

evolution of u in the S–N valley. The upper part of the

west sidewall is heated faster than the corresponding part

of the east sidewall. Before 0700 LST, u has exceeded

299K in the west side while u , 299K in most of the

opposite east side. In contrast, the time–height evolution

of u in the E–W valley is substantially symmetric.

The differences in the time–height evolution of u be-

tween both valleys are shown in Fig. 6. These differences

are more pronounced along the sidewalls than in the

center, and there are marked differences between the

conditions below and above the inversion. The CBL (be-

low the inversion) is generally colder in the S–N valley,

although the differences exhibit random variations be-

tween positive and negative values owing to the turbulence

within this layer. Above the inversion, the u profiles evolve

similarly in the center of both valleys but differently along

the sidewalls. In contrast to the E–Wvalley, the upper part

of the left sidewall of the S–N valley is more heated during

the morning (orange contours in Fig. 6a) and less heated

during the afternoon (black contours in Fig. 6a), whereas

the right sidewall of the S–N valley is less heated during

the morning (black contours in Fig. 6c) and similarly

heated during the afternoon.

The location of the more marked differences between

the u fields of both valleys (Fig. 6) coincides with the

space–time location of the greater differences in the

surface heating (Fig. 1). However, during the afternoon,

the increased heating of the upper part of the right

sidewall of the S–N valley (Fig. 1) results in relatively

smaller differences between u in both valleys (note the

small differences in the upper-right side of Fig. 6c). This

suggests that the differences caused by the topographic

effects on the heating of the right sidewall during the

afternoon are reduced because at that time the cross-

valley wind system has been well developed and it en-

hances the transport of heat throughout the valley. In

contrast, during the early morning the cross-valley wind

system is much less developed and, therefore, the dif-

ferences between both valleys in the atmosphere heat-

ing are less dissipated by the mixing owing to the wind

circulation.

Figure 7 shows the differences between the u profiles

over the center and over the sidewalls for each valley.

Interestingly, the mean differences are on the same order

of magnitude as the bias (;0.4K) found by Whiteman

et al. (2004) when comparing vertical soundings (in the

center) and sidewall air temperature measurements

(along the sidewalls, that is, pseudovertical profiles) in

a small Alpine basin under stable nighttime conditions

with low background winds. Furthermore, the smaller

mean differences are below the top of the inversion (z;
0.8 km), that is, within the stable layer. Whiteman et al.

(2004) suggest that under high-static-stability conditions

the pseudovertical profiles along the sidewalls can be

good proxies for free air temperature soundings over the

basin center.Our results lend support to this idea because

FIG. 3. Vertical u profiles taken every hour from 0600 to 1800 LST in the (a)–(c) S–N and (d)–(f) E–W valleys, at (left) the left sidewall,

(center) themidvalley, and (right) the right sidewall. Profiles in the sidewalls are taken along the slope (i.e., they are pseudovertical). In all

panels, profiles evolve in time from the initial inversion profile to the left to the final well-mixed condition to the right.
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they show a similar correspondence between the center

and sidewall profiles, despite our simulations having less

stable conditions during the daytime.

b. Cross-valley wind system and thermal turbulence

The mean wind and resolved TKE fields in the cross

section of both valleys, as well as the differences be-

tween them, are depicted every 3 h in Fig. 8 (vertical

wind componentw), Fig. 9 (horizontal wind component u),

and Fig. 10 (resolved TKE). The mean circulation of

both valleys is characterized by the development of

(i) a CBL above the valley floor, (ii) slope winds,

(iii) thermal plumes detaching from the mountaintops,

(iv) a convergence zone toward the center of the valley

in the upper atmosphere (;500m above the moun-

taintops), and (v) circulations above and below the in-

version layer.

In both valleys, the flow field over the valley floor is

characterized by the presence of updrafts and down-

drafts associated with thermal turbulence, whereas

over the slopes it is characterized by the development

of slope flows (Figs. 8 and 9). Figure 10 confirms that

the production of thermal turbulence is more efficient

over the valley floor, over the urban area, and over the

mountaintops, which agrees with previous studies (e.g.,

Serafin and Zardi 2010a) and the understanding that

urban areas, relative to their surrounding rural areas,

are characterized by greatly enhanced production of

thermal turbulence as a result of the increase in the

surface heating and changes in stability accompanying

the UHI (Oke 1995; Baklanov 2002). This production

of thermal turbulence leads to the development of

a CBL above the urban area located on the valley floor

and over the lower part of the sidewalls, and thermal

plumes detaching from the crests. The turbulent flow

within the CBL exhibits a structure of convective cir-

culations composed of updrafts (thermals) and down-

drafts (Fig. 8), which is the expected structure that

arises when turbulence generated by buoyancy due to

upward heat flux from the surface dominates relative to

turbulence generated by mean shear (Schmidt and

Schumann 1989). The development of the CBL over

the valley floor is weak during the early morning be-

cause of the low heating of the surface but becomes

substantial afterward, which in turn greatly reduces the

inversion layer from its bottom.

The flow in the thermal plumes is dominated by as-

cending motions (Fig. 8). These thermals are more in-

tense during the early morning than they are during the

late afternoon because of the dynamics of the slope

winds. Upslope winds prevail during most of the day-

time, which is the expected condition in mountain

valleys (Whiteman 2000, p. 187), but in both valleys

downslope winds develop in the late afternoon (1700 LST;

Figs. 9p,q). This latter finding is in agreement with

previous results that a UHI in a valley floor can induce

downslope winds (Rendón et al. 2014; Savijärvi and
Liya 2001). The mechanism that causes the downslope

flows in both valleys during the late afternoon may be

explained as follows. In the late afternoon the flow

within the CBL developed over the valley floor is

dominated by ascending motions (Figs. 8p,q), which is

FIG. 4. Consecutive differences between the u profiles in the S–N and E–W valleys (a)–(c) during the morning (from 0600 to 1200 LST)

and (d)–(f) during the afternoon (from 1200 to 1800 LST). Differences are shown for the profiles in the center of the valley as well as in the

left (west–south) and right (east–north) sidewalls. Each panel shows the hourly differences (gray lines) and the 6-h time average (black

line). The dashed line indicates the zero difference value.
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a consequence of the UHI in the core of the valley that

creates thermal updrafts and, therefore, induces air

convergence toward the valley center (Figs. 9p,q). In

turn, this horizontal convergence is compensated by the

downslope winds. This is also associated with the ther-

mal differences inducing pressure gradients between the

UHI in the valley floor and the predominantly rural

valley sidewalls. This mechanism might be enhanced

(the downslope winds may be stronger) if an inversion is

present because it would restrict the ascending motions

and, therefore, would induce a circulation below the

inversion layer (see Fig. 3k of Rendón et al. 2014).
The restriction of the vertical motions caused by the

inversion leads to a decoupling between the circulation

below and above the inversion layer in both valleys. This

decoupling effect owing to an inversion layer has been

observed in several studies (Kalthoff et al. 1998; Argentini

et al. 1999; Zhong et al. 2004; Li et al. 2009; Rendón et al.
2014), including a decoupling of the slope flows between
the upper and lower parts of the slopes (Papadopoulos

andHelmis 1999). As previously described, the flow field

below the inversion layer is characterized by the growth

of a CBL over the valley floor and by the slope winds.

Above the inversion, the ascending motions in the

thermal plumes are linked to a convergence zone aloft

[;(500–1000)m] above the mountaintops; Fig. 9). Ne-

glecting any net mass flux across the boundaries of the

domain, as it is prescribed in the model experiment,

mass continuity implies that these ascending motions

and the associated horizontal convergence must be

compensated by descending motions elsewhere. An

expected flow pattern according to the BTI patterns

proposed by Whiteman (1982) and Whiteman and

McKee (1982) involves subsidence from above the in-

version layer over the valley center. Our results show

some subsidence in the valley center (Figs. 8j,k) but also

over the sidewalls (Figs. 8d,e,g,h) and some ascending

motions over the inversion layer (Figs. 8g,h). These as-

cending motions are associated with the circulation over

the inversion that is shown in Figs. 9g,h. In both valleys,

the subsidence from above the inversion layer does not

play a significant role in the BTI, which is consistent with

the profiles shown in Fig. 3 where the top of the in-

version does not substantially descend.

Some of the turbulence produced within the thermal

plumes is advected toward the center by the mean wind,

thus leading to the formation of an elevated turbulent

layer (Fig. 10), which is a process that has been noted

and discussed in previous studies (Reuten et al. 2007;

Serafin and Zardi 2010b,a). Figure 10 also confirms that

the flow field within the inversion layer is characterized

by weak turbulence associated with high stability.

Despite the common features described before, the

turbulence and wind fields of the two valleys are dif-

ferent in several aspects. The differences between the

vertical wind and turbulence fields of both valleys

(Figs. 8c,f,i,l,o,r) are concentrated in the regions where

the vertical motions are more intense and the pro-

duction of thermal turbulence is more efficient, that is,

within the CBL that develops over the valley floor and

the thermal plumes that develop over themountaintops.

The differences vary randomly between positive and

negative values, which is consistent with the turbulent

nature of the flow in such regions, and are greater

FIG. 5. Time–height variation of the u profiles in the (a)–(c) S–N and (d)–(f) E–W valleys, at (left) the left sidewall, (center) the midvalley,

and (right) the right sidewall. Isolines are shown every 1K.
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(lesser) in the thermal plumes during the morning (af-

ternoon) and in the CBL during the afternoon (morning),

which coincides with the more intense development of

the corresponding turbulent flows. The thermal plumes

are more intense during the late morning (Figs. 8d,e,g,h

and 10d,e,g,h) and have almost disappeared by the late

afternoon (Figs. 8p,q and 10p,q), whereas the CBL is very

shallow during the early morning (Figs. 8a,b,d,e and

10a,b,d,e) but has developed up to a height about co-

incident with the mountaintops by the late afternoon

(Figs. 8p,q and 10p,q).

The symmetry of the flow field in the E–W valley is

substantially maintained throughout the daytime owing

to its symmetric topography and thermal forcing. In

contrast, the asymmetric heating of the surface in the

S–N valley leads to asymmetries, especially in the slope

flows and the circulation above the inversion layer.

During the early morning the region of ascending mo-

tions is larger over the east-facing slope (Fig. 8d), while

in the late afternoon the upslope winds are more intense

over the west-facing slope (Fig. 8p). The initial sym-

metry of the flow field in the S–N valley is also disrupted

by the development of cross-valley flows over the in-

version layer. There is an easterly flow at 1100 LST

(Fig. 9g) and a westerly flow at 1300 LST (Fig. 9j). These

flows are directed toward the sunlit-warmer sidewall,

which agrees with the expected results of the conceptual

experiment proposed by Lehner et al. (2011; recall their

Fig. 1), and also with their observation that in Arizona’s

Meteor Crater the horizontal temperature and pressure

gradients and wind directions change as the sun moves

across the sky, with easterly and westerly winds before

and after noon, respectively. However, there are some

differences in our results with respect to that study that

will be discussed in section 4. The circulation above the

inversion in the S–N valley becomes more symmetric in

the late afternoon than it was earlier, so the cross-valley

flow disappears. This suggests a small asymmetry in the

wind system during the afternoon, which we attribute to

effects that will be discussed in section 4.

Another difference between both valleys is that, below

the top of the inversion, the convergence of air toward the

center of the city that occurs at the late afternoon is more

intense in the S–N valley (Figs. 9p–r). Note that this is

indicated by positive (negative) differences in the left

(right) sidewall (Fig. 9r). We attribute this to a more in-

tense UHI-induced circulation that occurs at the late af-

ternoon in the core of the S–N valley, as compared with

the E–W valley. This will be discussed in section 4.

c. Transport of air pollutants

The transport of a passive tracer continuously emit-

ted from the urban area is depicted in Fig. 11. This

figure shows the mixing ratio of the tracer (milligram of

tracer per kilogram of dry air) for both valleys. The

tracer is emitted only from the urban area, and in these

areas the surface flux is given by 17 kg h21 km22. At

each time step, a corresponding amount of tracer is

added to the lowest grid box. The resulting mixing ratio

x is then advected by the flow according to Dx/Dt 5 0,

where D/Dt denotes the material derivative. The cho-

sen surface flux is based on measurements of annual

carbon emissions from an urban area of about 360 km2 in

the Aburrá river valley in Colombia (Toro et al. 2001).

Note that the amount of pollutant released to the at-

mosphere grows linearly bothwith time andwith the size

of the urban area.

In both valleys, the capping effect of the inversion layer

is confirmed by Fig. 11, where the pollutant emitted from

the urban area remains substantially trapped below the

inversion. This agreeswell with a number of experimental

andmodeling studies (e.g., Anquetin et al. 1999; Savijärvi
and Liya 2001; Sokhi et al. 2002; Berge et al. 2002; Reuten

et al. 2005; Steyn et al. 2013). In particular, there is an

accumulation of pollutants over the lower part of the

sidewalls, which is a situation that can be described as

a ‘‘smog trap’’ and is likely to occur in an urban valley as

a result of the interplay between the slope flow, a tem-

perature inversion, and a UHI (Savijärvi and Liya 2001).
This smog trap is similar to that found for a less deep

FIG. 6. Time variation of the differences between the u profiles in the S–N and E–W valleys, at (left) the left sidewall, (center) the

midvalley, and (right) the right sidewall. Isolines are shown every 0.04K; negative and positive contours are black and orange, re-

spectively.
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urban valley (Rendón et al. 2014), but the mechanism

causing the present smog trap is different. In that pre-

vious study the smog trap found over the slopes was as-

sociated with a circulation below the inversion layer that

consists of downslope winds and their partial re-

circulation toward the slopes owing to the restriction of

vertical motions caused by the inversion layer. The smog

trap shown in Fig. 11 is also caused by a circulation below

the inversion layer but in the opposite direction (Figs. 8

and 9). While the inversion persists, the upslope winds

from the valley floor are deviated toward the center of the

valley because of the inversion layer (see, e.g., Lehner

and Gohm 2010). Some descending winds below the in-

version close a circulation, which explains why a sub-

stantial amount of pollutants may remain trapped over

the slopes before the BTI. The mixing ratio of air pol-

lutants over the slopes and below the inversion is also

increased because such pollutants are diluted in a smaller

volume than the corresponding volume below the in-

version in the center of the valley.

After the BTI, the pollutants are gradually vented

out of the valley by the slope winds and the turbulent

flow within the growing CBL. Nevertheless, a sub-

stantial amount of pollutants remains over the city

during the late afternoon. Figures 11m–o show that the

air over the urban area is more polluted in the S–N

valley (this is indicated by the positive differences in

the valley floor in Fig. 11o), and that in the E–W valley

more pollutants are transported up to 1000–1500m

above the valley floor (this is indicated by the negative

differences in Fig. 11o). As a result, in the E–W valley,

as compared to the S–N valley, there is an elevated

polluted layer at 1500 LST resulting from the more

efficient transport of pollutants by the upslope winds

and convection near the slopes. Later, it turns out that

the upper part of the left sidewall of the E–W valley is

more polluted than the corresponding sidewall of the

S–N valley (this is indicated by the negative differences

in Fig. 11r), while the right sidewall is more polluted in

the latter valley (this is indicated by the positive dif-

ferences in Fig. 11r). This is because the mass flux in the

upslope wind is larger above the right (left) sidewall of

the S–N (E–W) valley in the late afternoon (Figs. 9p,q).

However, the smog trap in the lower part of the left

sidewall, over the urban area, remains more polluted in

the S–N valley. We associate this with a stronger UHI-

induced circulation in the S–N valley, which, in turn, is

owing to the shading.

Together the previous results indicate that the pol-

lutants are more efficiently vented out of the urban

area in the E–W valley, that is, that the topographic

effects on reducing the surface heating of the S–N

valley, as compared with the E–W valley, tend to re-

strict more the ventilation of the former. This generally

agrees with previous results that the reduction of

the absorbed solar radiation at the surface causes

FIG. 7. Consecutive differences between the u profiles in the center and along the sidewalls of the (a),(b) S–N and

(c),(d) E–W valleys. Each panel shows the hourly differences (gray lines) and the 12-h time average (black line). The

dotted line indicates the zero difference value.
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FIG. 8. Consecutive longitudinal mean fields of the cross-valley w in the (left) S–N and (center) E–W valleys, and (right) differences

between both valleys: from 0700 to 1700 LST. Isentropes are shown every 1K. Contours for differences are every 0.1m s21. The black

triangles in the outline of the orography mark the edges of the urban area.
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a reduction of the mass flux in the slope-wind layer,

thereby restricting the valley ventilation (Lehner and

Gohm 2010). The mechanisms of air pollution trans-

port in the valleys will be further discussed in the

following section.

4. Discussion

In this section we discuss (i) the processes driving

the BTI, (ii) the implications of the topographic effects

on the surface heating depending on the orientation of

FIG. 9. As in Fig. 8, but for u.
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the valley, and (iii) the mechanisms of air pollution

transport. Figure 12 summarizes the evolution in time of

the flow field, the inversion layer, and the tracer distri-

bution observed in this study.

The process that dominates the BTI is the production

of thermal turbulence at the valley floor, which leads to

the development of a CBL, in turn causing the rise of the

bottom of the inversion layer. The height of the inversion

FIG. 10. As in Fig. 8, but for resolved TKE. Contours for differences are every 0.08m2 s22.
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FIG. 11. Passive tracer mixing ratio (mgkg21) in the (left) S–N and (center) E–W valleys (see text for details), and (right) differences

between both valleys: from 0700 to 1700 LST. Isentropes are shown every 1K. Contours for differences are every 0.02mgkg21. The black

triangles in the outline of the orography mark the edges of the urban area.
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FIG. 12. Schematic of the evolution in time of the flow field associated with the tracer dis-

tribution for (left) S–N and (right) E–W valleys: from 0700 to 1700 LST. Arrows indicate mean

flow and turbulent eddies. The shading indicates the tracer mixing ratio as in Fig. 11. Isentropes

are shown every 1K.
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top does not change very much during the BTI. This is

characteristic of the BTI pattern 1 according toWhiteman

(1982) andWhiteman andMcKee (1982), and agrees with

the BTI pattern found for a less steep similarly urbanized

valley in Rendón et al. (2014) (see Fig. 6c of this study).

Other possible BTI patterns would be patterns 2 and 3. In

pattern 2 the BTI is dominated by the descent of the top of

the inversion layer caused by the removal of air from the

bottom of the valley by the upslope winds, and the air

subsidence from the upper atmosphere; while in pattern 3

theBTI is caused by the combined effect of both processes,

the ascent of the bottom of the inversion layer associated

with the CBL and the descent of its top linked to the up-

slope winds and the air subsidence above the inversion

layer. The absence of patterns 2 and 3 in our resultsmay be

explained by two factors. First, the UHI increases the

heating of the valley floor, thus enhancing the growth of

a CBL, which is a process that does not substantially occur

in pattern 2. Second, both patterns 2 and 3 imply that the

upslope winds are strong enough to substantially remove

air from the base of the inversion and so to induce sub-

sidence from above the inversion. In our simulations,

the development of the CBL is not that weak owing to

the presence of the UHI, and the upslope winds are not

that strong because of the relatively low heating of the

sidewalls and the capping effect of the inversion. Fur-

thermore, the circulation above the inversion not only

involves weak subsidence but also some ascending

motions (Figs. 8g,h).

The orientation of a valley with respect to the sunmay

lead to asymmetric heating of the sidewalls and topo-

graphic shading, that is, topographic effects on surface

heating. The main implications of these effects observed

in previous studies are (i) a delay of the BTI as a con-

sequence of the topographic shading (Colette et al.

2003); (ii) an asymmetric evolution of the slope flows;

and (iii) the development of cross-valley winds either in

the presence or absence of a temperature inversion, and

both above and below an inversion layer. Furthermore,

the asymmetries in the flow field lead to an asymmetric

distribution of pollutants (Gohm et al. 2009; Lehner and

Gohm 2010; Lehner et al. 2011). In contrast to these

studies, our results show neither a delay in the BTI as

a consequence of the topographic shading nor strong

asymmetries in the flow field and tracer distribution.

Although our results show some asymmetries, they are

not so strong as to cause cross-valley flow below the

inversion (see, e.g., Figs. 1 and 10 of Lehner et al. 2011)

or a very pronounced asymmetric tracer distribution

owing to a strong mass flux in the upslope wind of one

but not both sidewalls [e.g., see Fig. 10c of Gohm et al.

(2009) and Fig. 3 of Lehner and Gohm (2010)]. We

attribute this to two factors. First, the valleys in our

simulations are both located at the equator, so the to-

pographic shading is generally less pronounced than it

would be in higher latitudes, especially in winter. This

means that the asymmetry between the surface heating

of the east- and west-facing slopes in the S–N valley

(Fig. 1) is less pronounced than that suggested, for in-

stance, in Fig. 1 of Lehner et al. (2011). Second, the

development of the cross-valley wind system, and

particularly of the CBL over the UHI, favors the mixing

of the atmosphere (this is what we have called a ‘‘mixing

effect’’). The absence of cross-valley flow below the in-

version despite the asymmetric heating of the sidewalls in

the S–N valley can be explained by the effects of theUHI

in producing thermal turbulence and the associated de-

velopment of a CBL, thereby favoring the mixing below

the inversion layer. Furthermore, there is a UHI-induced

circulation whose interplay with the inversion layer cau-

ses closed circulations (smog traps) below the inversion,

particularly over the lower parts of the sidewalls. The

study of Lehner et al. (2011) does not consider a UHI on

the valley floor.

Our results illustrate three types of interconnected

mechanisms of air pollution transport. Type A describes

the transport of pollutants by upslope winds. This

mechanism is dominated by thermal forcing due to solar

irradiation and has been found to be particularly im-

portant under weak synoptic and mesoscale pressure

gradients (Gohm et al. 2009). Type B describes the

transport caused by the UHI-induced circulation, char-

acterized by the occurrence of downslope winds in the

late afternoon. Type C describes the transport within

a closed slope-flow circulation below the inversion layer,

which results in what we have called a smog trap that

occurs in the lower part of the sidewalls. Mechanisms

comparable to types B and C have been found in pre-

vious studies (e.g., Savijärvi and Liya 2001; Reuten et al.

2005; Rendón et al. 2014).
The transport of pollutants by upslope winds (type A)

is strongly restricted by the inversion layer, which causes

a decoupling between the slope flows in the upper and

lower parts of the sidewalls. Before the breakup

(Figs. 12a–h), upslope flows develop in the upper parts of

the sidewalls but they do not transport the pollutants

that remain substantially trapped below the inversion. In

this situation the inversion layer reduces the mass flux in

the slope wind layer (Vergeiner and Dreiseitl 1987).

After the breakup (Figs. 12i,j), upslope flows develop

from the bottom to the top of the sidewalls, thus venting

pollutants out of the valley floor to the mountaintops and

beyond. In the late afternoon (Figs. 12k,l) the slope flow

becomes decoupled again with upslope and downslope

winds in the upper and lower parts of the sidewalls, re-

spectively. This decoupling is not caused by the inversion
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layer but rather by the influence of the UHI on the low-

level circulation (type B).

A UHI-induced circulation (type B) dominates the

flow field above the valley floor during the late afternoon

(Figs. 12k,l). The UHI induces convergence (Figs. 9p,q)

and rising motions (Figs. 8p,q) over the heat source,

which in turn are compensated by downslope winds.

This downslope flow occurs in the late afternoon be-

cause at that time the convergence induced by the UHI

dominates over the effect of the sidewall heating in

creating upslope winds. The heating of the lower part of

the sidewalls in the late afternoon is reduced by the in-

fluence of topography. The downslope winds restrict the

ventilation of the valley floor through the sidewalls,

whereas the updrafts in the core of the valley transport

pollutants from the valley floor upward. Under these

conditions, the ventilation of the valley would be worse

if the inversion layer were not broken and, therefore,

a closed circulation could develop below the inversion

layer (see Fig. 8 of Rendón et al. 2014).
The trapping of pollutants within a closed circulation,

that is, a smog trap (type C), is shown in Figs. 12c–h. Smog

traps occur below the inversion layer in the lower part of

the sidewalls. The upslope flows that develop below the

inversion are decoupled from those developed above the

inversion and are deviated toward the center of the valley.

In turn, the resulting horizontal flows below the inversion

layer (Figs. 9d,e,g,h,j,k) are restricted by the CBL.

Therefore, descending flows near the base of the sidewalls

(Figs. 8d,e,g,h,j,k) close the circulation that causes the

smog trap. The persistence of this smog trap depends on

the presence of the inversion layer, so the smog trap is

disrupted when the inversion layer is broken.

5. Conclusions

Idealized simulations were analyzed to elucidate the

breakup of an inversion layer in urban valleys subject to

a strong low-level temperature inversion and topographic

effects on surface heating, as well as the associated air

pollution transport mechanisms. The following conclu-

sions are drawn from our results:

(i) In tropical urban valleys, the orientation of the

valley with respect to the sun may lead to small

asymmetries in the flow field and pollutant distribu-

tions, as compared to those reported in previous

studies for valleys located in higher latitudes, par-

ticularly in winter. Depending on the orientation of

the valley, the topographic shading varies and can be

reduced as the valley approaches the equator. This is

an effect of latitude additional to, for instance, the

effect of the Coriolis force.

(ii) In urban valleys subject to low-level temperature

inversions the growthof aCBLover aUHI is expected

to be the dominant process in the BTI, owing to the

efficient production of thermal turbulence over the

highly heated urban area.

(iii) The presence and evolution in time of a low-level

temperature inversion strongly influences the dis-

persion of pollutants in urban valleys. UHIs are

likely to develop in those valleys. The interaction

between an inversion layer and the UHI may result

in different mechanisms of air pollution transport.

Three mechanisms were identified based on the

results of present study (section 4). These are trans-

port by upslope winds (type A), transport by the

UHI-induced circulation (type B), and transport

within a closed slope-flow circulation below an

inversion layer (type C).

(iv) Populated areas located near the base of the

sidewalls of urban valleys may be affected by the

trapping of pollutants within a closed slope-flow

circulation below an inversion layer, that is, a smog

trap, which is likely to occur in the lower part of

the slopes.
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