
Modeling the Formation of the Hemozoin
Crystal in the Presence of Antimalarials: A

Theoretical Study

Cristian Alirio Parra

a dissertation
submitted to the University of Antioquia

in candidacy for theMasters Degree on Physics

Advisor: Olga Lucia Lopez Acevedo
Co-advisor: Sergio Cruz-León

Faculty of Exact and Natural Sciences
December 2023



© Copyright by Cristian Alirio Parra , 2023. All rights reserved.



Abstract

This thesis centers around the modeling of the malaria crystal hemozoin (HZ), formed in
the interior of the parasites digestive vacuole. In particular, the interaction of the antimalar-
ials artesunate and chloroquine with the synthetic analog of HZ, β-hematin (BH).
To answer this question, we worked with experimental data provided to us by our collab-

orators in the Solid State, Residue Analysis and Malaria Research Groups, from the Faculty
of Exact andNatural Sciences of the University of Antioquia and fitted the kinetics of BH for-
mation in an aqueous and aqueous-octanol solutions that mimic the interior environment
of the parasites digestive vacuole DV (where the crystal forms) in the presence and absence of
the aforementioned antimalarial under a 10 and 30 mg concentration of each, to 10 kinetics
models of crystallization, but only working with the twomost relevant ones for the reminder
of this work. One proposed by Pasternack et al. 1., and a second order model proposed by
the collaboration2. Both models use the classical nucleation theory (CNT) description of
the nucleation and growth process to represent the experimental data, but only our model
proposes a term associatedwith the formation of the basic crystallization unit needed to form
the crystal (a β-hematin dimer).
We proceeded to use the experimental IR data, also provided by the mentioned groups, to

the BHcrystal when zero and 30mgof the antimalarial chloroquine is present in the solution
that formed the studied crystals, and proceeded to simulate the IR spectra of the β-hematin
dimer with ASE3 and GPAW4 codes, and compared the simulated and experimental peaks,
analyzing the vibrations/trajectories generated by the simulations to knownpeaks to confirm
the validity of the obtained results and proceeded to extrapolate to the variations observed on
the experimental peaks between the no drug and the 30 mg case, suggesting that the differ-
ences observed correspond to the absence of methyl and vinyl group bonds attributed to the
antimalarial.
This work finishes with a simple implementation of a nucleation and growthmodel under

the CNT assumptions using a cellular automaton based on Conway’s game of life automa-
ton with modified neighbor rules to represent the seed formation process in the solution as
we change the concentration of available solute and seeing how these changes affect the mor-
phology of the generated seeds.
We hope that this theoretical work, can shed some light into possible yet simple avenues

to explore the crystallization process that underlies the survival of themalaria parasite, aiding
our understanding of its behavior and helping us develop new antimalarials, as the crystal is
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a target of current ones, shielding vulnerable populations from the deadly and ever-evolving
parasite.
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0
Introduction

0.1 The Importance ofMalaria Research

Malaria is a disease common in tropical and subtropical regions that affects half of the world

population5.

Thedisease is lethal, but treatment reduces the chanceofbecoming a severe and life-threatening,

particularly in children under 5, pregnant women and immunocompromised individuals6.
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It is transmitted tohumansby thebite of an infectedmosquito carrying anyof the four species

of unicellular parasites from the genus Plasmodium (Vivax, Ovale, Malariae, Knowlesi and

Falciparum). Plasmodium falciparum is responsible alone for at least 50% of all the malaria

cases in humans and around 95% of the deaths associated with it,7. The World Health Or-

ganization (WHO)Malaria Report 2022 estimated 619,000malaria deaths globally in 2021,

half of which occurred in four African countries: Nigeria (31%), the Democratic Republic

of the Congo (13%), Niger (4%) and the United Republic of Tanzania (4%)6.

The current treatment for malaria is based on the antimalarial artemisinin. It was ob-

tained around 1971 from the sweet wormwood plant, and thanks to its efficiency, by 1990 it

became the standard treatment8 known as artemisinin-based combination therapies, where

artemisinin is used in tandem with other antimalarials. Nonetheless, In 2010, evidence of

partial resistance to artemisinin-based antimalarials appeared in the Greater Mekong Subre-

gion and Africa9. This is not the first time that the malaria parasite has evolved to withstand

antimalarial treatments. Chloroquine is an antimalarial produced around 1930. It is the syn-

thetic version of themolecule quinine (found in the bark of the cinchona tree) 10. Extensively

used due to its safety, efficacy, and cheap production costs 11. But, due to its indiscriminate

use, selective pressure on the parasite pushed it to evolve resistance to chloroquine around

1950–1960 in the Greater Mekong Subregion and Latin America 12 13. As resistance became

widespread, it rendered the drug less effective 14. Chloroquine is still used to treat malaria as

an auxiliary in artemisinin-combination therapies.

The conclusion is clear: we are at a pivotal moment as the most effective treatment up to

date is being overtaken by the ever-evolving parasite. This means that it is crucial to continue

to study the parasite and the current antimalarials, and develope new, effective, cheap and
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safe antimalarials to combat the disease.

0.2 Towards an Understanding of Hemozoin Formation

The life cycle of themalaria parasite (PlasmodiumFalciparum) involves twohosts,mosquitoes

and humans, where it has to transmit and develop in both to complete its reproductive ci-

cle. While the malaria parasite is harmless to mosquitoes, it is lethal to its human hosts. The

symptoms associatedwithmalaria inhumans are thebyproduct of theRedBloodCell (RBC)

consumption phase of the infection, also called erythrocytic cycle. In this stage, the para-

site ingests hemoglobin into its Digestive Vacuole (DV), where hemoglobin is catabolized

and used for energy 15, releasing free heme molecules (FeIIC34H32O4N4) also called ferrous-

protoporphyrin IX.Heme oxidizes toFeIIIC34H32O4N4 called ferric-protoporphyrin IX (Fe-

PPIX) 16, that is toxic to cells due to the reactive iron 17 and capable of membrane rupture 18.

The parasite sequesters the newly released and oxidized hememolecules, dimerizing them by

the reciprocal carboxylate group of each Fe-PPIX bonding to the central iron of its corre-

sponding partner [FeIII − O − C(= O)CH2CH2]. This forms the basic unit of the crystal,

a cyclic centrosymmetric ferric-heme dimers also called μ-propionated. The dimers interlink

to one another by hydrogen bonds between the extra free propionated groups of each dimer

(O − H · · ·O = C) and stack together, forming sheets that overlap one on top of the other

to form the crystal 19 20 21. The final structure is an insoluble, nonreactive and non-toxic, tri-

clinic crystal 1, known as themalaria pigmentHemozoin (HZ)with approximate dimensions

of 100 nm × 100 nm × 500 nm 16.

The formation of the crystal is a heme detoxification mechanism for the parasite that is

crucial to its survival. For this reason, it has been the target of antimalarials22 23. Neverthe-

3



less, the exact process used by the parasite to produce the biocrystallization of heme is not

known. However, there is consensus that the underlying mechanism of biomineralization

follows a classical nucleation and growth (CNT) process24 25. This means that the transi-

tion from free-heme in a solution to crystallized hemozoin inside the DV is mediated by the

formation of small clusters (seeds) that exhibit the properties of the emerging phase (the crys-

tal)26. Nonetheless, the impact of factors such as the chemical environment of the DV, the

role of proteins or lipid mediation on the rate of crystal formation are not clear. Researchers

have used the synthetic analog of HZ, called β-hematin (BH), to study the mechanisms of

HZ formation, themedium for crystal growth and themodes of action of antimalarials27. In

particular, trying to understand how themedium and the drugs affect the kinetics, morphol-

ogy28, and total yield of crystal formed.

In this work, we fitted the kinetics of BH formation in an aqueous and aqueous-octanol

solution under different concentrations of the antimalarials artesunate ({C19 H28 O8) and

chloroquine (CQ) (C18 H26 Cl N3). For this, we used the experimental data provided to us in

collaboration with the Solid State, Residue Analysis andMalaria Research Groups, from the

Faculty of Exact andNatural Sciences of the University of Antioquia. The experimental group

synthesized the crystals in the aqueous medium by dissolving bovine hemin in a NAOH and

distilled water solution that is stirred for 30 minutes. The temperature is raised and kept

at 60 °C for 4 hours. At this moment, acetic acid is introduced in the solution forming an

acetate buffer with a pH of 4.75, close to the pH of 5 present in the digestive vacuole of the

parasite. For the aqueous-organic medium, hemin is dissolved in a NaOH solution, then

dimethyl sulfoxide (DMSO) is added. The mixture is heated to 40 °C and stirred for 30

minutes. The temperature is increased to 60 °C and acetic acid is mixed alongside octanol
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and stirred every 25 minutes for 3 hours. The antimalarials chloroquine and artesunate in

both cases are introduced by mixing the 10 or 30 mg concentration in the NaOH solution

where heme is dissolved.

The models used to make the fitting were proposed by: Pasternack et al., in the paper “On

the Kinetics of Formation of Hemozoin, the Malaria Pigment”, where the crystallization is

modeled by a simple exponential and anAvrami kinetic curve. And the othermodel was pro-

posed in collaborationwith the experimental group andour group2, basedon the tendencyof

heme to self-associate29, using a second order kinetic, and the nucleation and growth process

by a logistic curve. We analyzed the effect of the antimalarials previously mentioned under

the gaze of the theoretical description that both models lend us, and the effective changes

present in the fitted parameters.

Furthermore, we compared the simulated infrared spectrum (IR) of a BH dimer obtained

by DFT methods30 with the experimental IR spectrums of the BH crystal, obtained by our

collaborators, with and without the antimalarial chloroquine present31. The trajectories ob-

tained from the simulation were ascribed to vibrations in the experimental IR and compared

with other references that had assigned them to specificmolecular vibrations on the crystal32

to understand the relation between the bonds in the crystal and the antimalarial.

Finally, as a proof of concept, we used a cellular automaton33 to study qualitatively the

process of nucleation and growth, using the concentration of heme in the solution as a free

parameter to characterize the behavior of the nucleation seeds formed in this simulation.
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0.3 Statement of the Problem

Hypotheses

• The process of BH formation and inhibition by antimalarials can be modeled by the

kinetics of crystallization under the assumption of nucleation and growth.

• The interactionwith the antimalarials changes either thenucleationor growthprocess,

depending on the possible mode of action of the antimalarials.

• Given the tendency of heme to self-associate, we consider that the formation of μ-

propionatedimers fromself-associated π−π dimers canbe considered a rate-determining

step in the kinetics of crystallization.

• Bymodeling theBHdimer andusingDFTmethods to calculate the IR spectra, we can

provide atomistic insight by comparing with the experimental IR of BH formation in

the absence and presence of antimalarials. By studying the trajectories of the dimer,

we can relate them to possible interactions with the antimalarials.

• Given that a cellular automata is a model of computation, it is possible to model the

process of nucleation and growth in it by considering the neighborhood and the rules

between neighbors of the cell and capture part of the behavior present in BH forma-

tion

6



Objectives

General Objective

To model the process of nucleation and growth of the HZ/BH crystal in the absence and

presence of antimalarials by fitting experimental kinetic data, a simulated IR spectra and a

cellular automaton to represent the nucleation seeds. This is done to elucidate the possible

modes of action of the antimalarials (heme capture, adsorption to the surface) and the influ-

ence of the medium in the crystal formation process.

Specific Objectives

• To develop a kinetic model in which the process of nucleation and growth are repre-

sented, and analyze the effect of the antimalarial in each component of the model as a

tool to understand the possible role played by the antimalarials in the process of crystal

formation.

• To simulate the IR spectra of the BH dimer and compare it with the experimental

spectra of BH in the absence and presence of the antimalarial chloroquine to under-

stand the possible impact that this antimalarial may have in the crystal formation. In

particular, how the antimalarial binds to the surface or the faces of the crystal.

• To use a cellular automata model to represent the process of crystal nucleation and

growth.
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Por eso en todo pensamiento encontramos una voz singular

en busca de una razón común.

Marina Garcés

1
Kinetics of β-Hematin Formation in the

Presence of Antimalarials

1.1 Introduction

In this chapter, we delve into the fitting of the kinetic curves of BH formation in two medi-

ums, an aqueous and aqueous-lipid solution, in order to understand the crystallization pro-
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cess in the presence and absence of the antimalarials artesunate (C19 H28 O8) and chloroquine

(C18 H26 Cl N3). The experimental data needed to fit the theoretical models was provided

to us in collaboration with the Solid State, Residue Analysis and Malaria Research Groups,

from the Faculty of Exact andNatural Sciences of the University of Antioquia and with whom

we explored the two models of crystallization that will be presented here, one proposed by

Pasternack et al., 1 and a second order kinetic process of crystallization developed by the col-

laborative effort of these groups and us2.

We comparedboth theoreticalmodels in differentmedia, antimalarials, and concentration.

Relating changes to the fittings to the modes of action of the antimalarials and the medium

on the crystallization process. We start the chapter with the basic concepts of kinetic theory,

crystal nucleation and growth and go on to apply them to the models and interpret it.

1.2 Basic Concepts on Kinetics and Crystallization

The subject of kinetics deals with the temporal relations between the concentrations of the

reactants (ingredients needed for a reaction) and the products –the ingredients produced by

the reaction–. Studying these relations contextualizes why some processes take place much

faster than others, helping us understand how the reactants change into the products as the

reaction takes place, also known as the pathway of the reaction, reaching chemical and ther-

modynamic equilibrium. By only considering the overall energy differences between the ini-

tial and final states of the reaction (thermodynamics), we glimpse into feasible and infeasible

processes, but not the time needed for the processes to occur. Consider two containers with

molecular hydrogen and oxygen. If a slit that separates both containers is removed and the

gases allowed to mix, the reaction produces H2O slowly because the collisions between the
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hydrogen and oxygen molecules barely have the energy needed for the reaction to happen (it

is a thermodynamically feasible process but not kinetically). If we introduce energy in the

same system in the form of a spark the reaction accelerates. The energy needed for a reaction

to happen is called activation energy EA, by introducing the spark, we have injected energy

into the system allowing for the rapid formation ofH2O.

The equation that relates changes in concentration with time is called the rate law or the

rate equation of the reaction. Formost cases, it is a function that associates the concentration

of the reactants involved in the reaction and the respective changes of concentration over time

for each reactant.

−
d[A]

dt = −
d[B]
dt = k f([A], [B]). (1.1)

For reactions where reactants transform directly into the products, the form of the func-

tion f is simply the product of the concentrations of [A] and [B].

A + B → C

−
d[A]

dt = −
d[B]
dt = k[A]x[B]y (1.2)

Wherek is the rate constant and contains the dependence of the kineticswith temperature,

the sum of x and y allow us to obtain the total order of the reaction, that is, the relation

between the speed of the reaction and the concentration of the reactants. Where x and y are

known as the orders of the reaction for the corresponding concentration of the reactants [A]

and [B]. A zero order kinetic means that changes in the concentration do not change the
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speed of the reaction, A first order kinetic has a linear relation –doubling the concentration

makes the reaction twice as fast–, and a second order happens four times faster by doubling

the concentration and so on34. In general, the values of the rate constant and the order of the

reaction (k, x, y) must be determined experimentally.

Reactions can also occur in a succession of steps, where the products of one step, becomes

the reactants for a following one until the final products are produced. These reactions are

called multi-steps kinetics, and studying a total multi-steps kinetics tells us about the slowest

step that occurs, called the rate-determining or rate-limiting step35 –the stepwith the highest

activation energyEA –,meaning that the formation of these products, limits the overall speed

of the reaction, therefore a reaction can’t happen faster than its slowest step.

One process that we can study with a kinetic approach is the nucleation and growth of

crystals in solutions36 37. Nucleation is an intermediate step process that allows the formation

of a new thermodynamic phase, in this case a crystal. It starts when solute in a supersaturated

solution forms small conglomerates, called seeds or nuclei of a new thermodynamic phase in

the initial one by random fluctuations of the solute density, driven by an excess of Gibbs free

energy in the solution that minimizes as the new phase starts to form. The crystal proceeds

to grow from the aggregation of the solute in the solution to the nucleation sites in what

is called the growth process26. The process of HZ/BH formation follows a nucleation and

growth mechanism in the interior of the DV for the organic one and aqueous or aqueous-

lipid solutions for the synthesized one. Living organisms exploit their ability tomodulate the

medium and the temperature where the crystallization occurs. In the case of Plasmodium

falciparum, it has been suggested that the parasite uses the interior of the DV as a template

for the crystal to grow faster bymeans of lipids present in the interior, accelerating (catalyzing)
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the reaction, the formation of the crystal38 39.

One way to represent the nucleation and growth mechanism is called classical nucleation

theory (CNT)40. The most important assumption of this model is that the nucleation seeds

are spherical and have the same structure as the macroscopic crystal41. There are other de-

scriptions of the nucleation and growth, where more than one nucleation event is needed to

form the precursors of the final crystalline phase (multistep nucleation models) but, those

are not considered here given that there is experimental evidence that BH forms by a simpler

CNT process24. Under this formalism, it is possible to find the limiting size at which a seed

is stable and grows, called critical radius.

A way to think about the critical radius is that it characterizes the competition of the en-

ergy stored in the volume and the surface of a seed. The volume energy GV tries to keep the

structure together, and the energy of the surface γ , also called interfacial energy, tries to break

it apart26. This occurs because the elements in the boundary are loosely bonded to the struc-

ture than the ones in the inner volume26. Following the previous discussion and taking the

assumptions of CNT –modeling the seeds as spheres– lead us to:

ΔG = −4
3 πr3ΔGV + 4πr2γ,

where ΔG is the free-energy difference between the two processes.

The critical radius can be deduced as the minimum r at which the interfacial energy and

the volume energy are equal:

r∗ = 2γ
ΔGV

.
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Amodel based on CNT, that represents the kinetics of the nucleation and growth, is the

Avrami kinetic curve42. Relating the amount of material transformed from the initial phase

to the new one as a function of time43.

f(t) = A0(1 − exp(−ktn)) (1.3)

Where A0 is the total amount of transformed material (in this case crystallized), n is pro-

portional to the dimensions where the growth process occurs (for growth in one dimension

nd=1, for 2D nd = 2, etc.) and if the nucleation occurs at different times (sporadic nN=1) or

at the same time (instantaneous nN=0), with n =nd + nN, and k is a function associated to

the nucleation and growth rates and seed geometry.

Authors have used the Avrami equation to study the kinetics of BH formation with and

without antimalarials present44 45. In particular, Pasternack et al. On the kinetics of formation

of hemozoin, the malaria pigment 1. Proposed a model based on the Avrami equation and a

simple exponential function to describe the kinetic curves of BH formation in an aqueous

and aqueous-organic solutions:

Y = y0 − y1 exp(−k tn)− y2 exp(−ks t), (1.4)

whereY is the total conversion of hemin (heme with a coordinated bond between a chlo-

rine atom and the central iron). y1 and y2 are the contributionsmade by theAvrami (fast pro-

cess) and the simple exponential (slower process) with their respective rate constants k and

ks. This combination allowed them to represent the biphasic nature of the kinetic curves as a

stretched exponential (see Equation 1.3) process that occurred very fast and a slower process
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represented by the simple exponential curve, which is not fleshed out by the authors.

Other authors46 19 have used the Avrami equation to represent the kinetic curves of BH

formation when the antimalarial drug chloroquine is present. It is believed that chloroquine

(CQ) works by adsorbing to the surface of theHZ crystal25, slowing down the deposition of

ferri-heme, be it on the entire surface or in the fastest growing faces of the crystal47.

In the aforementionedmodels of crystal formation, there was an implicit assumption that

the basic unit of crystallization is alreadypresent, and therefore it is amatter of seed formation

and aggregation for the crystal to form in the solution. But, there is also the case that BH

tends to self-associate in solutions, as it was pointed out byKlonis et Al.20, where heme tends

to interact via the porphyrin rings, forming π - π stacked dimers. Meaning that there must

be an intermediate step in the BH formation process in solution where the μ-propionated

dimers are formed and ready to form nucleation seeds and grow, producing the crystal48.

The process of μ-propionated dimer formation could be considered as a rate-limiting step of

the kinetics of BH formation. While Stiebler etAl.45, proposed that the limiting factor in this

step is heme solubility in the acidicmedium,where thewatermolecules limit the formationof

hydrogen bonds between the propionated groups of neighboring heme molecules and form

the μ-propionated dimers. We propose that the formation of μ-propionated dimers from

the π - π self-associated dimers is the rate-limiting step, that we modeled by a second order

kinetic, where two π - π dimers must interact to form the μ-propionated one.

dY
dt = k1 (α − Y)2 (1.5)

where k1 is the rate constant of the reaction, alpha is the total convention of π - π to μ-

propionated dimers and Y is the number of μ-propionated dimers.
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The solution to this differential equation is:

Y = α − α
α k1 t + 1 (1.6)

As μ-propionated dimers are formed, the process of nucleation and growth takes over and

can bemodeled by anAvrami equation. Nonetheless, other options are available. In our case,

we used a logistic curve to represent the process of deposition of μ-propionated dimers into

the surface of a crystal.

dY
dt = k2 Y(β − Y) (1.7)

Where k2 is the rate constant, β is the total amount of crystallized material and Y is the

amount of crystallized material.

The solution to this differential equation is:

Y =
β

1 + exp(−βk2 t + D)
(1.8)

The completemodel of crystallization proposed in this thesis is presented here and derived

in detail in Appendix C:

Y = α − α
α k1 t + 1 +

β
1 + exp(−βk2 t + D)

(1.9)
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1.3 ComputationalModeling

For the fitting of the twomodels, we used a trusted region reflective algorithm (TRF) imple-

mented in the python library scipy, specifically the scipy.optimize.curve_fit implementation

of the TRF method. The reason to employ it was that it is a robust method that allowed us

to specify boundary conditions for the parameters in both models49.

We used theCoefficient of determinationR2, Equation 1.10, as ameasure of how good the

models represented thedata, the root-mean-square errorRMSEandmean-absolute-percentage-

error MAPE, equations 1.11 and 1.12, as dispersion measures of the models presented here

(Pasternack 1.4 and SOM 1.9) and the experimental data in an aqueous and aqueous-octanol

medium under the presence of the antimalarials artesunate and chloroquine at three con-

centration (0, 10 and 30 mg) each. yexp,i represents the ith experimental data point, yexp the

average of the experimental data points and yi is the value generated by the fitted model.

R2 =

∑N
i=1(yexp,i − yexp)2 −

∑N
i=1(yexp,i − yi)2∑N

i=1(yexp,i − yexp)2
(1.10)

RMSE =

√√√√ 1
N

N∑
i=1

(yexp,i − yi)2 (1.11)

MAPE =

( 1
N

N∑
i=1

|yexp,i − yi|
yexp,i

)
× 100 (1.12)
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Figure 1.1: Experimental data (squares) available in Herrera et at2., with its corresponding
fitted curves (dashed lines of the same color as the experimental points) of the crystallization
process in an aqueous solutionusing thePasternackmodel of crystallization, seeEquation 1.4,
(artesunate experimental points aren’t shown, pending for publication). The introduction
of the antimalarial reduces the overall total of crystallized material, except in the case of 10
mg of chloroquine, where the effect produced by the antimalarial is minimal compared with
the non-antimalarial curve. But for the case of 30 mg of chloroquine, there is an entire hour
where the material is not crystallized.

1.4 Results

We start our analysis with the aqueous medium in the presence and absence of antimalarials,

see Figure 1.1. The solutions were studied for 4 hours. In which, the one without antimalari-

als crystallized 99.4% of the solute, compared to the 10mg artesunate case, where the solution

crystallized 85.8% of the solute, while the chloroquine solution, at thementioned concentra-

tion, had a negligible effect on the crystallization process (97.6%). For the 30 mg concen-

tration of the antimalarials, the total crystallized material, for artesunate and chloroquine

solutions, are 77 and 78% respectively. Showing that the initial CQ concentration wasn’t

enough to produce a significant effect on the total crystal yield. The CQ concentration in-
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Figure 1.2: Experimental data (squares) available in Herrera et at2., with its corresponding
fitted curves (dashed lines of the same color as the experimental points) of the crystallization
process in an aqueous solution using the second order model (SOM) of crystallization, see
Equation 1.9 (artesunate experimental points aren’t shown, pending for publication). The
introduction of the antimalarial artesunate slows down the crystallization process at first and
gradually increases to its maximum value at 4 hours. The introduction of chloroquine is
most noticeable in the 30 mg case, where the process stops for 1 hour.

crement, led to a total crystallization of 78% (comparable to the 30 mg artesunate case), but

also halted it for 1 hour –between the 1-hour and 2-hour mark–. Hinting that chloroquine

possibly acts by capping the surface of the crystal or binds to the fastest growing faces of it47,

as more cappingmaterial means less available sites in the nucleation seeds for the solute to ad-

here38 22. Here we suggest that this results could be improvedwithmore experimental points

in the region of 0 to 1 hour, improving the fit in this region.

Increasing the concentration of artesunate did not produce a halting in crystallization or

any significant change to the kinetic curve, comparing the 10 and 30 mg artesunate curves

reveals that the first concentration reduced the total crystallizedmaterial by 14%while the 30

mg one only reduced it by another 8%, suggesting a plateau in the efficacy of the antimalarial
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with an increase in concentration. Both curves exhibit a strong effect in the beginning of

the kinetics than at the end of it. This checks out with the observation that artesunate has a

short-lived action time of 1 hour50, where it sequesters free-heme andmakes complexes with

it 18 47.

The fitted models (Pasternack and SOM) presented a R2 of 0.99 for the (no drug, 10 and

30 mg) concentrations with and without the antimalarials present, except the 10 mg arte-

sunate Pasternack and SOM case with 0.98 and 0.97 % respectively. This means that both

of the models represented fairy well the data in all the concentrations and the antimalarials.

The chloroquine data had smallerRMSE andMAPE values than the artesunate case for both

models and in the case of Pasternack, we argue that themodel was originally used to represent

the kinetics in the presence of chloroquine, not artesunate and therefore a small secondary

mode of action of this antimalarial could be poorly represented by it, favoring the representa-

tion of the chloroquine data, and in the case of 10mg artesunate, the initial data starts below

zero. We do not ascribe any meaning to this and suggest that this particular curve could be

improved bymore data in this region, helping us fit themodel to the data better, this can also

be seen in the higher errors present in the parameters of this fit. For theR2 and the dispersion

measures and the mentioned data, see Table 1.1.

Both models represent successfully the data and have comparable errors, making both

modes valid candidates to represent the kinetic data. If we compare the standard deviations

of the fitted parameters for both curves, see Tables 1.2 and 1.3. It is clear that the Paster-

nack model has smaller values, but our model has 5 five parameters compared to the 6 used

by Pasternack. The extra parameter allows a smoother representation of the no drug curve

compared to the SOM, which describes a slow start followed by an accelerated crystallization
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Aqueous Medium
Model Antimalarial R2 RMSE MAPE

Pasternack No Drug 0.9998 0.498 0.3884
10 mg Art 0.9833 4.0396 13.4985
30 mg Art 0.9952 1.9388 4.7648
10 mg Cq 0.9998 0.5011 0.3393
30 mg Cq 0.9919 2.1891 2.6118

Second Order No Drug 0.9964 2.0901 1.1927
10 mg Art 0.9775 4.6901 18.0878
30 mg Art 0.9934 2.2714 7.2302
10 mg Cq 0.9998 0.5318 0.3509
30 mg Cq 0.9915 2.2421 2.1668

Table 1.1: Statistical Parameters of the Models in Aqueous Solution

PasternackModel Aqueous Medium
Antimalarial y0 y1 y2 n k[1/h] ks[1/h]
No Drug 100.94±(0.90) 47.31±(3.14) 48.97±(3.96) 4.55±(0.41) 0.37±(0.04) 0.96±(0.08)
10 mg Art 92±(472.51) 80±(243) 14.20±(447) 2.40±(4.43) 0.23±(0.65) 0.16±(9.46)
30 mg Art 80.77±(6.11) 80.86±(52.30) 0.0±(52.92) 2.34±(1.22) 0.13±(0.15) 0.50±(0.0)
10 mg Cq 98.16±(4.20) 95.96±(20.25) 0.0±(24.30) 1.74±(0.34) 0.88±(0.07) 0.50±(0.0)
30 mg Cq 77.37±(4.74) 25.85±(8.32) 48.61±(8.54) 4.90± (4.20) 0.01±(0.04) 24.63±(0.0)

Table 1.2: Free Parameters of the PasternackModel in Aqueous Solution

that slows down at the 1.5 hour mark. But other than that, the extra parameter doesn’t help

with the poor description of the first hour of the kinetics with chloroquine, where both the

Pasternack and SOM show that the presence of the antimalarials accelerate the formation of

the crystal, with the 30 mg chloroquine kinetics the most obvious case where the models fail

to represent the data. This could be solved by havingmore experimental points in this region.

Having said that, the artesunate case for both models represents smooth sigmoid curves that

delay their crystallization strongly in the beginning and after one hour grow faster, in accor-

dance with the short-lived action of artesunate.

We now continue our analysis for the aqueous-octanol solution by comparing the kinetic
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Second Order Model Parameters
Antimalarial α k1 [1/h] β k2 [1/h] D
NoDrug 71.63±(12.21) 0.014±(0.006) 43.70±(6.68) 2.15±(0.32) 94.62±(0.0074)
10 mg Art 90±(272.50) 0.0016±(0.01) 51.70±(38.40) 0.05±(0.06) 4.20±(2.41)
30 mg Art 58.73±(883.73) 0.0011±(0.03) 67.85±(52.67) 0.03±(0.03) 3.84±(1.83)
10 mg Cq 34.43±(13.50) 0.5±(3.99) 64.32±(9.90) 0.05±(0.01) 3.34±(0.38)
30 mg Cq 53.30±(143.34) 0.8±(95.64) 22.98±(106.10) 0.24±(2.82) 12.81±(102.27)

Table 1.3: Free Parameters of the Second Order Model in Aqueous solution
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Figure 1.3: Pasternack model of crystallization in octanol. Experimental data not shown,
pending for publication. Fitted curves (dashed lines) of the crystallization process under two
concentrations (10 and 30mg) of the antimalarials artesunate and chloroquine. The crystal-
lization process takes 100 minutes.

curves in the aqueous and aqueous-octanol ones, see Figures 1.1, 1.3 and 1.2, 1.4. We notice

that in the aqueous medium, the process took 4 hours for the no drug solution to reach its

maximum value (99.4%). The same curve in the octanol medium took 100minutes (2 hours

and 20 minutes less than the aqueous one) to reach its maximum value of 98.92%. This be-

havior is congruent with the observation of Olafson et al., and others, that crystallization

growth rate increases with solubility24 45. This also applies to the antimalarial cases, where

the 10 mg artesunate and chloroquine aqueous solutions, reached respectively a crystalliza-
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Figure 1.4: SOM of crystallization in octanol. Experimental data not shown, pending for
publication. Fitted curves (dashed lines) of the crystallization process under two concentra-
tions (10 and 30 mg) of the antimalarials artesunate and chloroquine. The crystallization
process takes 100 minutes.

tion of 85 and 97% of the total solute, whereas the aqueous-octanol solutions reached 96.6

and 95.8% respectively. It is interesting to note two things: artesunate had a significant re-

duction of its performance (impeding the deposition of 11.6% less material in the aqueous

solution) and chloroquine acted a bit better in octanol impeding the deposition of 1.2% less

material and having a stronger effect that artesunate, something that didn’t happen in the

previous medium, we suggest that this occurs because chloroquine is more soluble in the oc-

tanol solution24. In the 30 mg cases, we also find that chloroquine acts marginally better

than artesunate, crystallizing 89.5 and 92.8 % respectively. Comparing to the previous result

with the aqueousmedia, where the crystallization reached 77 and 78% for the artesunate and

chloroquine respectively.

It is clear that the medium plays a crucial role in the kinetics of crystallization, therefore

mimicking as much as possible the conditions in the interior of the DV is important to un-
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derstand the action of our current antimalarials inside the parasite and gauge effectively their

action. Using octanol in the solution leads to the formation of interfaces between the aque-

ous part of the solution and the octanol, aiding in the formation of the crystal, as it was shown

by Pasternack et al. 1 Who used another alcohols as co-solvents to mimic the interior of the

DV, where lipids and the aqueous acidic solution interact. Authors suggest that the interface

aids in the formation of μ-propionated dimers faster than the aqueous medium alone48.

Comparing the R2 of Pasternack and SOM we find that all of them reached 0.99, except

the 10mg artesunate case with 0.98, meaning that bothmodels are comparable in describing

the data, noting that ours uses one parameter less than Pasternack. Referring back to the

dispersionmeasures, we see again that both models are comparable, and we can’t choose one

over the other, see Table 1.4. Checking the standard deviation of the fitted parameters for

bothmodels not only showedus smaller errors compared to the ones in the aqueousmedium,

but also that both models have comparable standard deviations with each other.

Returning to the crystallization models in octanol, we see that the no-drug curve in the

Pasternackmodel is smoother than the one in SOM(as it was the case in the aqueousmedium

alone). In pasternack, the crystallization in the first 5 minutes of the kinetics occurs very fast

and proceeds to gradually increase until the maximum is reached, this is dissimilar to the

smooth growth observed in the aqueous case. For the SOM, the process starts slower for the

first 10 minute, increasing gradually until the 10minutes mark, where the process accelerates

dramatically and then gradually reaches the maximum value. If we compare the no drug case

for SOM in aqueous and aqueous-octanol, we see that the curves are remarkably similar, both

having humps in the beginning of the kinetics, 0 to 10minutes in the octanol and 0 to 1 hour

in the aqueous one. We have to remember that forming μ-propionated dimers in the solu-
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Oil Medium
Model Antimalarial R2 RMSE MAPE

Pasternack No Drug 0.993 0.926 0.679
10 mg Art 0.9806 4.666 4.1711
30 mg Art 0.9967 1.8875 1.9533
10 mg Cq 0.9954 1.9858 2.2906
30 mg Cq 0.9984 1.3675 1.796

Second Order No Drug 0.9984 1.154 0.936
10 mg Art 0.9938 2.631 3.4136
30 mg Art 0.9987 1.2123 1.8542
10 mg Cq 0.9958 1.9105 1.9738
30 mg Cq 0.9987 1.1075 1.8608

Table 1.4: Statistical Parameters of the Models in Octanol

PasternackModel Parameters (Octanol)
Antimalarial y0 y1 y2 n k[1/min] ks [1/min]
No Drug 99.92±(2.82) 29.92±(15.90) 69.99±(13.97) 3.98±(0.0) 0.5±(0.0) 0.05±(0.01)
10 mg Art 99.90±(3.25) 69.81±(9.90) 30.11±(11.24) 2.78±(1.06) 0.0001±(0.0002) 3.82±(0.0)
30 mg Art 100±(2.22) 79.60±(19.78) 20.40±(18.75) 1.89±(0.60) 0.001±(0.0024) 0.31±(1.21)
10 mg Cq 100±(2.37) 14.32±(7.81) 85.68±(6.19) 2.10±(0.0) 0.5±(0.0) 0.04± (0.006)
30 mg Cq 100±(2.01) 78.42±(15.07) 21.66±(13.95) 2.36±(0.53) 0.0001±(0.0002) 0.13± (0.15)

Table 1.5: Free Parameters of the PasternackModel in Octanol

tion is needed for the material to crystallize, and therefore a slower kinetics in the beginning

aligns with our intuition of the problem, given that, as the seeds form in the beginning of the

kinetics, μ-propionate dimers need to form and bind to them in order of the crystal to grow.

We conclude this chapter by recapitulating that we were able to present here a new kinetic

model of BH formation, able to represent the experimental data under different mediums

and in the presence of different antimalarials, comparable to an existingmodel of BH crystal-

lization, using fewer parameters andwith an interpretation based on two stages: one based in

the formation of the dimer units needed for BH to form and the other one in the nucleation,

growth and eventual crystallization of the dimerized material.
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Second Order Model Parameters (Octanol)
Antimalarial α k1[1/min] β k2 [1/min] D
NoDrug 54.99±(15.87) 0.0008±(0.0005) 55.93±(20.48) 0.19±(0.07) 107.34±(0.0001)
10 mg Art 46.31±(10.53) 0.01±(0.02) 53.78±(8.43) 0.0069±(0.003) 12.71±(4.06)
30 mg Art 66.36±(22.34) 0.001±(0.0008) 42.48±(14.90) 0.0034±(0.0023) 5.45±(2.04)
10 mg Cq 90.44±(15.05) 0.001±(0.0004) 16.15±(10.28) 0.02±(0.05) 10±(19.60)
30 mg Cq 45.47±(26.83) 0.001±(0.0013) 53.19±(17.53) 0.0017±(0.0009) 4.12±(1.10)

Table 1.6: Free Parameters of the Second Order Model in Octanol
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To see a World in a Grain of Sand And a Heaven in a

Wild Flower Hold Infinity in the palm of your hand And

Eternity in an hour ...

WILLIAM BLAKE

2
The IR Spectra of β-Hematin in the

Presence of Chloroquine

2.1 Introduction

In this chapter, we use density functional theory (DFT) to simulate the infrared (IR) spectra

of theBHdimer and compare itwith experimental samples of the crystal in two scenarios, one
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where the antimalarial chloroquine is absent and the other where it is present in the solution

that produced the crystals. We do this by analyzing the vibrations (trajectories) generated in

the simulation, comparing them with the experimental IRs and literature references to the

characteristic peaks of the crystal. The comparisons were made in order to identify how the

antimalarial affects the IR peaks and howour dimermodel can help us identifymissing peaks

due to the presence of the antimalarial, not forgetting that this simplification doesn’t allow

us to characterize collective vibrations of the crystal and overestimates the peaks associated

to vibrations between the dimers. The experimental data used here was provided to us in

collaboration with the Solid State, Residue Analysis andMalaria Research Groups, from the

Faculty of Exact and Natural Sciences of the University of Antioquia.

2.2 A Brief Introduction toDFTMethods and Its Application to IR

Solving the many-electron Schrödinger equation is a task computationally expensive that in-

creaseswith the number of particles considered. In principle, all the information thatwemay

need is present in the wave function of the system, therefore, the standard way to calculate

the properties of a system of interest is to determine the potential
∑

i<j U(𝐫i, 𝐫j) associated

with the interactions present in our system, solve the Schrödinger equation and obtain the

wave function Ψ(𝐫1, 𝐫2, . . . , 𝐫N), which we use to calculate the expectation value of a physi-

cal property that we want to understand, Equation 2.1.

[( N∑
i
−
ℏ2∇2

i
2m +v(𝐫𝐢)

)
+
∑
i<j

U(𝐫i, 𝐫j)

]
Ψ(𝐫1, 𝐫2, . . . , 𝐫N) = E Ψ(𝐫1, 𝐫2, . . . , 𝐫N) (2.1)
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N is the number of electrons, m is the mass of the electron, ℏ is the reduced Planck’s con-

stant and U(𝐫i, 𝐫j) is the electron-electron interaction term, in this case, the coulomb inter-

action: ∑
i<j

U(𝐫i, 𝐫j) =
∑
i<j

q2

|𝐫i − 𝐫j|
,

the potential of the system is:

V̂ =
∑

i
v(𝐫𝐢) =

∑
ik

Qk q
|𝐫𝐢 − 𝐑𝐤|

.

WhereQk andRk are the nuclear charge and position of the k atom, respectively. Here we

have evoked the Born-Oppenheimer approximation. Given that we are only working with

the electron’s degrees of freedom and treated the nuclear part as a parameter. The impor-

tant consideration here is that the movement of the nuclei compared to the electrons is slow,

and therefore we can decouple the electronic and nuclear motions and in effect consider the

nucleus as effectively static compared to the electrons51.

An evocative example of the scalability of the many electrons wave function is presented

in the article A bird’s-eye view of density-functional theory52, in which an N electron wave

functionΨ(𝐫, 𝐫2, . . . , 𝐫N) is represented in a 20 point mesh requires 203N values to describe

the system (without considering the spin degrees of freedom). Increasing the number of

points in the mesh and/or the number of particles leads to considerable constrains on the

computational resources needed to calculate the properties of the system. Luckily for us, the

most important theorem of the DFT formalism can help us with that, by considering the

density of the system, n(𝐫), see Equation 2.2, as a key variable that we can exploit to calculate

the properties of our system.
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n(𝐫) = N
∫

d3r2

∫
d3r3 · · ·

∫
d3rN Ψ(𝐫, 𝐫2, . . . , 𝐫N)Ψ(𝐫, 𝐫2, . . . , 𝐫N) (2.2)

The Hohenberg-Kohn Theorem:

The external potential v(𝐫) of the system is completely determined (except by an additive

constant) by the electron density of a non-degenerate ground-state of an N electron system

n(𝐫). It follows that the ground-state function Ψ0 is also completely determined, and there-

fore all the properties of the system of interest.

The proof is simple. Let us consider two potentials v(𝐫) and v′(𝐫), both ofwhich produce

the same density n(𝐫), meaning that we have two Hamiltonian Ĥ and Ĥ′, with the same

ground-state density n(𝐫) and with different wave functions Ψ and Ψ′:

E0 <
〈
Ψ′∣∣ Ĥ

∣∣Ψ′〉 =
〈
Ψ′∣∣ Ĥ′

∣∣Ψ′〉+ 〈
Ψ′∣∣ Ĥ− Ĥ′

∣∣Ψ′〉 = E′
0 +

∫
d𝐫 n(𝐫)

[
v(𝐫)− v′(𝐫)

]
. (2.3)

We can do the same as in equation 2.3 with E′
0 and Ψ:

E′
0 < ⟨Ψ| Ĥ′ |Ψ⟩ = ⟨Ψ| Ĥ |Ψ⟩+ ⟨Ψ| Ĥ′ − Ĥ |Ψ⟩ = E0 −

∫
d𝐫 n(𝐫)

[
v(𝐫)− v′(𝐫)

]
, (2.4)

adding equation 2.3 and 2.4 follows:

E′
0 + E0 < E′

0 + E0 (2.5)

This leads to a contradiction, there can’t be two different potentials that give the same

density, meaning that the density contains the complete information on the system under

observation, and therefore all observables are functional of the electron density of the ground
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state.The density is a function of one variable and the wave function is a function of N vec-

torial variables, meaning that if we return to the 20 points mesh, we only need 203 values

compared to the 203N for the wave function52.

The Kohn-ShamMethod:

Now that we know an exact computationally less expensive way to inquire about many-

electron systems, we are going to introduce a scheme to make calculations. It is the Kohn-

Sham method. The basis of it consists in considering an auxiliary system formed by N non-

interacting particles of massm.

The Schrödinger equation for each non-interacting particle is:

ĥsφi =

[
− ℏ2

2m∇2 + vs(𝐫)
]

φi = εiφi, (2.6)

see Equation 2.1. φi(𝐫) is the single-particle orbital (of the non-interacting system), with

the potential vs(𝐫). The kinetic energy functional of the non-interacting system has an ex-

plicit dependence on the orbitals and is an implicit functional of the electron density.

Ts = − ℏ2

2m

N∑
i

∫
φ∗

i (𝐫)∇2
i φi(𝐫)

The kinetic energy of the interacting system can be considered as the contribution of the

non-interacting system Ts[n] and a term associated to the correlation between electrons due

to electrostatic repulsion Tc[n]. Where T[n] is a universal functional, that is, independent of

the potential (second Hohenberg-Kohn theorem), that can be solved using the variational

principle.
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T[n] = Ts[n] + Tc[n]

We can rewrite the interacting energy functional in terms of the non-interacting auxiliary

system:

E[n] = T[n] + U[n] + V[n] = Ts[{φi[n]}] + UH[n] + Exc[n] + V[n], (2.7)

whereUH[n] is the Hartree energy:

UH[n] =
q2

2

∫
d3r

∫
d3r ′n(𝐫) n(𝐫 ′)

|𝐫 − 𝐫 ′| ,

V[n] is the external potential of the system, and Exc[n] is the exchange-correlation energy

contribution. It is associated to the difference of the interactive and the non-interactive ki-

netic energy T[n] − Ts[n] and U[n] − Us[n]. By applying the variational principle to the

Equation 2.7, we obtain the Kohn-Sham equations, see Equation 2.6. Where the density of

the system is:

n(𝐫) =
N∑
i

fi |φi(𝐫)|2, (2.8)

with fi being the occupation of the i’th orbital.

2.3 ComputationalModeling

Asmentioned earlier,DFT iswidely used to studymany-electron systems53. In our particular

case, it is used to simulate the IR spectra of atoms and molecules from first principles30.
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IIR
i =

N π
3c

∣∣∣∣ d𝛍
dQi

∣∣∣∣2,
where IIR

i is the infrared intensity of the ith mode, 𝛍 is the electric dipole moment of the

atom/molecule under consideration,Qi is the ith normalmode coordinate of the system, and

c is the speed of light. We used the python package atomic simulation environment (ASE)3

to generate the IR spectrum of the relaxed geometry of the BH dimer using the mentioned

scheme. The code generates a displacement of 0.05 a.u in the positive and negative direc-

tion of each axis near the equilibrium geometry, calculating the forces given the displacement

around the axes. From the diagonalization of the Hessian matrix the vibrational modes are

obtained. The derivative of the dipole moment with respect of the coordinates is then ob-

tained as finite differences of the energy as a response to an external electric field.30

The dimer structure was relaxed in a vacuum using the python package GPAW4 54 to use

the projector-augmented wave (PAW)methodwith a convergence criteria of 0.05 eV/Ang2,

using the PBE exchange-correlation functional55 and the correction vdW TS0956 to repre-

sent van der Waals interactions.

2.4 Results

The experimental IR spectra consist of two samples, one without antimalarial and the other

with 30 mg of chloroquine present, see Figure 2.2. The introduction of the antimalarial in

the sample does not change the position of the peaks at the 1100 to 1800 cm−1 range. The

characteristic peaks that appear in this region consist of the carboxyl group stretching at 1661

cm−1 being one of the most intense peaks present (C = O), followed by the 1206 cm−1

peak associated to the bonding of one carboxyl group to the central iron of one of the hemes
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that constitute the dimer Fe − O − C . These peaks were compared to other IR spectra

found in literature32 31 and the simulated data generated by us (blue lines in the same data),

see Figure 2.2. The dimer was used as a simplified model of the crystal and compare it to the

experimental data, see Figure 2.1. The peaks obtained from the simulated dimers were used

to corroborate the vibrations found in the literature and analize the possible behavior of the

peaks that did changed.

In the case of the Fe − O − C peak, the simulation reproduced it at 1165 and 1171 cm−1

(two values, corresponding to the two bonds in the dimer) with an underestimation of 45

cm−1 in relation to the experimental data provided to us. For the 1661 cm−1 (C = O) peak,

the simulation finds it at 1643 and 1646 cm−1 an underestimation of 20 cm−1 . For the 1711

experimental peak, it reproduces it at 1764 and 1766 cm−1 , an overestimation of 50 cm−1

that we relate to the limitations of the dimer model, for the IR spectra of BH, given that this

bond corresponds to the carboxyl groups of two neighboring dimers that make a hydrogen

bond and grow the crystal. This was also concluded byAli et at., who found this peak at 1825

cm−1 when they simulated the BH IR spectra32 using the B3LYP functional.

In general, IR is used to identify the presence of the 1206, 1661 and 1711 cm−1 peaks and

conclude that the sample is BH.We decided to go a bit further and analyze the spectra in the

2000 to 4000 range in tandem with our simulated spectra and tried to characterize the vi-

brations present in that region, because for the non-antimalarial case, three peaks are present

in this region (2850, 2917 and 3299 cm−1), that aren’t present in the 30 mg chloroquine

sample.

When we go to the simulated spectra and study the trajectories that appear in this range,

we find small peaks associated to vibrations of the C − H bonds in the vinyl and methyl
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Figure 2.1: The β-hematin dimer used as a proxy to represent the entire crystal. With it, we
can represent themost important bonds associated to the vibrations of the carboxyl groups in
the dimer. The red spheres represent oxygen atoms, blue nitrogen, orange iron atoms, white
are the hydrogens and gray the carbon atoms present in the dimer.

functional groups present in the porphyrin ring. We can see in Figure 2.2 that the simulated

spectra overestimates these peaks57 that correspond to C − H vibrations. This could be due

to limitations in the dimer model used to represent the BH crystal as in the case of the 1711

peak which was overestimated due to the lacking of the adjacent dimer that helps to produce

an inter-dimer linkage bond, and it isn’t present in the simulation because we only consid-

ered the dimer. For the 30mg case, we decided to simulate the IR spectra of the chloroquine

molecule, see Figure 2.4 in three different states of protonation (zero, once and twice proton-

aited), and compared to the experimental data of BHwith the antimalarial present and found

none of the peaks that the chloroquine simulated spectra produced, see Figure 2.3. in partic-

ular, the simulated peaks at 2831 and 3038 cm−1 correspond to intenseC−H vibrations, that

were also found from other researchers who simulated the IR spectra of chloroquine around
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Figure 2.2: Experimental IR spectra of the BH crystal in the absence (orange) and presence
(green) of 30 mg of chloroquine with the simulated IR spectra of the BH dimer (blue). The
Experimental IR spectra (orange), shows the characteristic peaks of BH, corresponding to
the vibrations of the carboxyl group and the central iron vibration associated to the forma-
tion of the dimer unit that span the crystal. The 30 mg chloroquine peak (green) shows the
same position of the peaks if we compared to the no-drug case. The introduction of the an-
timalarial has no visible effect on the interior structure of the dimer by forming, breaking or
displacing bonds. The only notable change is the disappearance of the 2850, 2917 and 3299
cm−1 from the 30 mg chloroquine sample.

2895 and 3259 cm−1 58 and compared it to the experimental one at 2876 and 2993cm−1.

This lends some support for the models of crystallization proposed by Crespo et al. and

Klonis et al., who argue that due to the tendency of heme to self-associate in a solution20,

forming through π−π interactions of thehemeporphyrin rings, dimers. These dimers are the

ones we argued in Chapter one, needed to transform into μ-propionated dimer, considered

in literature as the agreed basic unit of BH formation38, and we considered could be a rate-

limiting step in the kinetics of BH formation. Klonis et al., goes further than us and considers

that the BH crystal can be seen as a conglomerate of these π − π dimers and the carboxyl

linkage between dimer is not as strong in the pH of 5 of the DV in the parasite to form a
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Figure 2.3: Simulated IR spectra of chloroquine, in three different states of protonation –
non-protonated (blue), once protonated (orange), twice protonated (green)–.

stable dimer (the μ-propionated) and it is mostly a bond used to stabilize the structure in

tandemwith P-type interactions20 that then proceeds to grow as 2D sheets that grow one on

top of the other forming the crystal. Crespo et al., showed that the vinyl groups are crucial

to the formation of the π − π dimers59, meaning that other type of interactions between the

heme molecule and possibly the antimalarial involving these type of interactions would lead

to slowing down the formation of the crystal. Checking the 2800 to 3300 cm−1 range, we see

less interaction in these groups, possibly hinting at the loss interactions in the 30 mg case as

interactions happening with the antimalarial in the sample. We of course can’t be sure, with

this analysis, that this is actually the case, meaning that more work is needed to settle this

debate given the importance of understanding the mode of action of the antimalarial with

the crystal structure.
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Figure 2.4: Structure of the Chloroquine molecule used to simulate the IR spectra used in
this work. The carbon atoms are represented with gray spheres, the hidrogens with white
ones, the nitrogen atoms with blue spheres and the chlorine atom with green.
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Happy is themanwho can recognize in the work of Today a

connected portion of thework of life, andan embodiment of

the work of Eternity. The foundations of his confidence are

unchangeable, for he has beenmade a partaker of Infinity.

James Clerk Maxwell

3
Cellular Automatas: A Possible Model to

Understand Crystallization

3.1 Introduction

In this section, we are going to delve into a possible alternative to studying the crystallization

process of hemozoin/β-hematin, using a simple cellular automaton to represent the process
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of nucleation and growth in a solution, applying the relation of the critical radius with the

concentration of free-heme as a free parameter and relate it to changes in the crystallization

behavior of the solute in the solution.

3.2 Generalities of the Cellular Automatas

Cellular automata are a parallel model of computation60, meaning that we can understand

how the output of a function is computed by the input given to it. In otherwords, we can use

them to emulate the behavior of dynamical systems or by studying relevant properties of the

automata and infer information of such systems. For our problem of BH crystallization, we

can use a cellular automaton to emulate the behavior of solute particles in a solution (heme

in a medium) and study the nucleation and growth process33.

A cellular automaton is an object made of two components: First, a regular discrete net-

work called the architecture, which is the space in which the system evolves in discrete time

steps. Second, each node in the network, is called a cell. Each cell has a state associated to it

(the possible states correspond to the specific problem in question). Each cell interacts with

a finite number of local cells in a deterministic way (a set of rules), called a neighborhood.

Given a cellular automaton in a particular time step. The transition between the current

state of a cell and the next one –occurring in the next time-step– is defined by the current

state of the cell and its local neighborhood. Under that definition, a cellular automaton can

be considered as a machine that evolves with time61.

The most famous cellular automaton is “The Game of Life”, published in 1970 by John

Conway62. Where 2 states –dead and alive– characterize the possible states of each individual

cell. When a dead cell is adjacent to exactly 3 alive neighbors, in the next time-step the cell
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Figure 3.1: Different configurations of nearest neighbors that can be used to study the nu-
cleation process. The blue square corresponds to the cell under consideration. For the first
image, all the possible positions of the gold circle represent a site where a solute square is con-
sidered a neighbor. For the second and third neighborhood, only the positions of the green
and red X are considered as neighbors.

will have the state alive. If an alive cell has 2 or 3 neighbors, then for the next iteration it

continues to have the state of alive. Finally, if an alive cell has 4 or more neighbors with the

state alive, then in the next iteration it will have a state of dead –as if overpopulation killed

the cell–. If the number of alive neighbors is 1 or none, the cell in the next iteration will have

a state of dead –as if isolation killed it–. From this simple set of rules for the assignation of a

new state of the system, the game of life presents complex emergent behavior, such as stable

configurations along the entire game (do not disappear as time progresses)63.
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Figure 3.2: Neighbor rules followed by each cell of the cellular automaton. Given a solute
cell, we count the number of solute neighbors. If the number of neighbors is equal to the crit-
ical radius R, then that cell keeps its position on the grid. If the number of solute neighbors
is less than the critical radius, then the state of solute of this particular cell will be randomly
assigned to one of the cells with the state solution. Keeping the number of solute states con-
stant in the entire run of the simulation

3.3 ComputationalModeling

We took as a starting point the “Game of Life” implementation done by the GitHub user

Josephbaku-Likira, from the repository: https://github.com/Josephbakulikira/Conway-s-

Game-of-life—Python. The game of life doesn’t have a limit on the number of alive or dead

cells that can be at a given time step, due to the possibility of dead/alive cells changing their

state from dead/alive to alive/dead if the number of neighbors is big enough.

In BH formation solutions, the amount of solute is known, and it doesn’t increase as the

reaction takes place. Therefore, we modified the code to introduce a fixed number of states

in the cells defined at the beginning of the code (we used a 120× 90 grid). A portion of the
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cells begin with the state solute, and the rest of them will be solution.

For the cellular automaton to work, we needed to define a neighborhood. Three candi-

dates were considered as the neighborhood of our cells: The first one consists of all the cells

one unit apart from the cell under evaluation (eight cells), The second consists of all the cells

in the vertices of the cell (four cells) and finally, all the cells that were not in the vertices (four

cells), see Figure 3.1. For the simulations presented in this work, we used the neighborhood

that considers all the possible rectangles that are in contact with the studying cell (in this case

8). In the CNT formalism, the nucleation seeds have a spherical shape, and this was possible

to obtain using the selected neighborhood.

The rules to update the states of the cells from one time step to the other are as follows:

If the number of solute neighbors is greater or equal than the critical radius, see Chapter 1,

Equation 1.2, then the cell keeps its state as solute. If the number of neighbors is less than the

critical radius, then for the next iteration the state of the current cell will change from solute

to solution and the unassigned solute state will be given randomly to one of all the current

cells with the state solution (keeping the number of cells with the state solute constant in any

time steps). Finally, if the state of a cell is solution, then it keeps that state unless it is randomly

selected to replace a recently demoted solute state, see Figure 3.2.

From chapter 1, that when a crystallization seed is forming, there is a competition between

the interfacial energy γ of the surface of the seed that tends to break the nucleation site apart

with the bulk of the seed that is trying to keep it together. The size at which both contribu-

tions to the Gibbs free-energy (G) are equal, is called the critical radius, and it is a measure of

stability for the seed formation process. Meaning that if a configuration has a size greater or

equal than this radius, then the seed will continue to grow:
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r∗ = 2 γ
ΔG .

The Gibbs free-energy in a solution relates to variations of the chemical potential μ and

the reactant (solute) concentration σ:

Δμ = KB T ln(σ).

We can then describe the critical radius as:

r∗ = 2γ/ΔG = 2γΩ/KB T ln(σ) (3.1)

Following Olafson et al.24, we can represent the concentration σ as the hematin concen-

tration cH and hematin solubility ce.

r∗ = 2γΩ
KB T ln(cH/ce)

(3.2)

Here, Ω is the volume of the hematin molecule, KB is the Boltzmann constant and T is

the temperature in kelvin. We used values found in the mentioned Olafson et al. reference

for the parameters γ, ce, Ω and T, leaving cH as a free parameter for the simulation. In it,

the value of cH is used to assign the percentage of total cells that will be able to have the state

solute in the simulation, leaving the rest with the state solution. As we mentioned early, this

is an important departure from the original game of life, in which the number of alive/dead

cells can vary over time.

43



Figure 3.3: Cellular automaton simulation at a 16% concentration of heme in the solution.
Here the nucleation seeds are big, and tend to be in proximity to one another. By imposing
the rule of neighbors, which considers all the cells in contact with the cell under observation.
We have imposed a symmetry on the system. See that some seeds are circular and the ones
that deviate from it can be considered circular seeds that grew into one another, forming
more elongated structures.

3.4 Results

By interpreting this cellular automaton as a 2D section of the solution, where the number of

solute particles is constant as material enters and leaves the area of observation. Nucleation

seeds form and dissolve until sufficiently large fluctuations produce and continue to grow,

some of them as material adheres to its surface. Using this interpretation of the cellular au-

tomaton we proceeded to run a simulation where 16% of the total number of squares (120×

90) correspond to solute (heme), available to form seeds, see Figure 3.3. By plotting the values

in equation 3.2 with cH = 0.16, we obtain a critical radius of 4. That is, we need four solute

particles in the neighborhood of the observation cell to keep its state in the next iteration.
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Figure 3.4: Cellular automaton simulation at a 20% concentration of heme in the solution.
The nucleation seeds (lumps of blue rectangles) are small and dispersed around the entire
simulation grid. This is in accordancewith a small critical radius, meaning that the formation
of the clumps happens quickly and uniformly in the entire simulation grid. This is similar to
an instantaneous nucleation process43.

Meaning that as the concentration becomes lower, the chances that by random fluctuations

a stable seed is formed, becomes smaller. For our particular case, the seeds that appear here

are almost spherical. This can be attributed to the use of a neighborhood that treats as equal

all its possible nearest neighbors, see first neighborhood from Figure 3.1. This is congruent

with the use of CNT, where the shape of the cluster is assumed to be spherical. If we look

closely, we also find that the clumps present are formed as a composition of circular seed that

were close to each other and grew into one another. As the surface (perimeter) of the clusters

becomes bigger, it is easier to adhere loose molecules that haven’t been able to adhere to a

seed, therefore making it easy to grow and become a likely site for other loose molecules to

adhere. This behavior leads to the formation of big clusters, that are close together, followed
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Figure 3.5: Curve generated by the cellular automaton simulation, with a heme concentra-
tion of 16%, meaning that 16% of the cells had the state solute. The x-axis of this graph shows
the passage of time as iterations done by the automaton to reproduce the current state of the
crystallized material. Here, we reached 100% at approximately 600 iterations.

by some smaller clusters in the periphery.

Increasing the percentage of heme in the solution from 16 to 20%, does not change the

calculated critical radius from before (4), see Equation 3.2. But, the morphology of the seeds

does change, see Figure 3.4. Now, we see smaller seeds that cover the entire grid. There are

not favored places as the increase in solute means an increase in the likelihood that 4 solute

molecules are near to form a site in any site of the simulation (the total number of squares in

the simulation is the same (120× 90) and the number of neighbors needed is the same). As

the material spreads out more evenly around the grid, the formation of large conglomerates

of seeds is not seen. We do not see unboundmolecules in this scenario, in contrast to the 16%

one. This means that the material crystallized faster as more surface area was covered by this
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small but abundant configuration of seeds, making it a more suitable scenario than the last

one. Here, it is also apparent that the morphology of the seeds is spherical, as we pointed out

in the previous case, this could be ascribed to the choice of neighborhood. We can go further

and propose that between the 16% and 20% case, we are experiencing different scenarios of

nucleation in the solution.

The rapid formation of seeds in the entire solution is characteristic of instantaneous nucle-

ation processes. This happens, when the formation of the seeds occurs in the entire solution

at once43. While the case at 16% could be described better by a sporadic nucleation process,

meaning that the formation of the seeds occurs at different times in different regions of the

solution. Looking at the differences in the spreading of the material between the two cases,

see Figures 3.3 and 3.4. We can see how the variation in the solute could influence these two

types of nucleation behavior in the simulation.

Finally, as we sweep the entire grid each iteration to assigne the next state, we count the

number of cells which are in the solute state that need to be reasingned randomly, meaning

that we know in each iteration the number of non-interacting solute molecules Nnon and by

extension, the number of crystallized/interacting solute oneNint = 1−Nnon, allowing us to

plot the number of iterations versus the crystallized percentage of one run of the automata

–the crystallization curve of the system–, see Figure 3.5.

Comparing the previous result with an experimental curve of crystallization in 1-hexanol,

taken from the Pasternack et al. paperOn the kinetics of formation of hemozoin, the malaria

pigment 1, see Figure 3.6, we find that the behavior of the curves is similar, as both of them

experience a rapid growth, that tampers as the crystallized material becomes scarce and the

amount of deposited material for unit of time becomes smaller. These similarities suggest
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Figure 3.6: Graph taken fromPasternack et al. paperOn the kinetics of formation of hemozoin,
themalaria pigment 1. Here we see the effect of co-solvents and its effect in the kinetic profile
of hemin convention into hemozoin. This graph is reproduced here because the profile for
the 1-hexanol resembles the crystallization curve generated by the cellular automaton.

thatmaybe if we can incorporate other elements present in the solution to the simulation, we

can refine these results and be able to describe withmore accuracy the formation of seeds, the

crystallization timeneeded for the formationof the crystal and to analyze these variableswhen

there are antimalarials present in the solution. This toymodel for crystallization ultimately is

another avenue to explore and analyze the factors involved in the formation of the BH crystal

in a controlled and systematic manner, where the parallelization of the cellular automata can

lead to bigger grids, avoiding pitfalls such as having a global depletion of the solute64. This

implementation could lead to computationally available ways to attack problems that are

similar to the crystallization problem that we explored in this section.
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4
Conclusion

In this work, we presented a new model for β-hematin crystallization based on the classical

nucleation theory (CNT) which represents the crystallization kinetic data as effectively as

other models of crystallization seen in the literature such as the Pasternack model. We also,

showedhowthe change in themediumreflected changes in the errors on theparameters of the

fitted data. We attribute this behavior to the fact that crystal rate formation is proportional

49



to the solubility of heme and in the faster growing medium it is easier to see the effects of

the antimalarial artesunate, which as a half-life of approximately 1 hour, this could be seen

in the kinetics curves, where the effect of the artesunate was most notable in this region. For

the chloroquine case, we see that when we are in the octanol medium, the antimalarial effect

is seen on the time of the reaction, taking much longer to crystallize the material, but the

effects of heme capture and the halting of the crystallization process were only observed in

the aqueous case.

In the same line, we also tested a simulated IR spectra of the β-hematin dimer and com-

pared it to a sample of crystallized β-hematin and found that the representative peaks at 1200,

1660 and 1710 cm−1 appeared, meaning that our simplification allowed us to represent the

crucial elements in the experimental spectrum associated with the carboxyl group bonding

to the central iron (1200 vibration), or the stretching of the C = O bond of the carboxyl

group bonded to the iron (1660) and the 1710 (Hydrogen bridge formed between free car-

boxyl groups in heme), which incidentally was overestimated because we did not include

another dimer or carboxyl bond joint to it, which is consistent with other attempts to simu-

late this particular peak only using the dimer. Seeing that our model predicted fairly well the

experimental peak at the 100-2000 cm−1 region of the IR. We used it to identify the possi-

ble vibrations that appeared in the spectrum at 2880 and 2930 cm−1 and that disappeared

in a measurement of a β-hematin crystal grown with 30 mg of chloroquine present in the

solution. The assignation of these peaks in our simulation corresponded to the methyl and

vinyl groups in the porphyrin ring of the dimer. Given that, the vinyl groups are the most

reactive. Research has indicated that it is fundamental for heme self-association, we propose

that the absence of these peaks could mean that the chloroquine that bonds to the crystal
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(capping mechanism) also interacts with these groups, in particular the vinyl group. This

interaction of the antimalarial chloroquine and its role in the self-association process, lends

some strength to our model of crystallization where the formation of the π − π dimers is a

possible rate-determining step that can be affected by the presence of the antimalarial that

compete for the interaction with the vinyl group.

Finally, we used a toy model for crystallization based on cellular automata, in particular,

Conway’s game of life withmodified rules to represent the process of nucleation and growth

under the CNT approximation using the concentration of heme as the free parameter of the

simulation. Here we compared the behavior of the curve of stationary heme units to the

number of iterations and found that it is similar to some crystallization curves of 1-octanol,

methanol, chloroform with lipids.The experimental data that we used were obtained from a

lipid-based solution forβ-hematin crystallization. The cellular automatonmodelwas severely

limited by the range of concentrations that we could explore because of computational lim-

itations to expand the number of cells in the simulation and the number of neighbors that

each individual cell could be assigned and computed. Nonetheless, this simple model was

able to produce nucleation seeds of different sizes by modifying the critical radius as a func-

tion of heme concentration. Hinting at possible ways in which this avenue could be explored

again using parallelization and better local neighborhoods to explore the crystallization pro-

cess more broadly.
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5
Perspectives

This work introduced a crystallization model under the assumptions of CNT, that consid-

ers the dimer formation process and takes it into account to model the kinetics of crystal-

lization. This model could be used in other solutions in which the self-interaction of the

solute is present, followed by a nucleation and growth stage. By taking into account the self-

interaction of the solute and modifying the chemical environment of these molecules in the
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kinetics, themodel could aid identify the strength of such interaction. In the case of inhibitor

agents being present in the solution, studying changes to the parameters could also help iden-

tify which of these processes (self-interaction or nucleation and growth) is affected the most.

For the IR-spectra study of the dimer under different concentrations of the antimalarial

CQ, we propose that this methodology could be used for other chloroquine and artemisinin

based antimalarials such as bromoquine and artesunate38. Analyzing the bonds as the con-

centration increases could be a useful guide to analyze dose dependent inhibition in these

drugs and a possible guide to interaction sites between these molecules and the dimer. Fol-

lowing this thread, this work could be expanded by considering crystal sections bigger than

the dimer. This would provide a wider picture of the behavior of the dimer, allowing us to

represent the 1710 cm−1 peak better, and consider interactions due to collective vibrations of

the selected slabs65. Their possible role in the interaction of the crystal with the antimalarial

is still not clear, and we suggest that these expansions to the present work could shed light

into these questions.

Finally, weused a cellular automaton tomodel the process of nucleation and growthofBH

and found preliminary success representing the formation of the nucleation seeds. We pro-

pose that a GPU implementations of the cellular automaton would lead to a higher number

of cells available to simulate, allowing us to explore a wider range of solute/solution concen-

trations and their effect in the formation of the nucleation seeds64, helping us implement

a random parameter proportional to interfacial energy of the BH molecule in solution24 to

accept or reject the union of any two pairs of cells in the boundary of the clusters present

in the simulation and allow us to introduce other states to the cells in the simulation with-

out increasing the computational demands, such as chloroquine or artesunate states, which
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could represent the proposed behavior of these drugs and analyze their effect in the simulated

kinetic by appropriate neighborhood rules of these and the solute states, helping us compare

it to experimental data.
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7 ABSTRACT: We investigated the kinetics of conversion of hemin
8 to β-hematin in aqueous-acetate medium in the absence and in the
9 presence of two concentrations of chloroquine by using 11
10 reported kinetic equations. The two best kinetic equations are the
11 combination of order 1 and Avrami and the combination of second
12 order and logistic equations, based on the statistical parameter
13 variance and overall errors. The best fitted equations are composed
14 of two terms from which we model the formation of β-hematin as
15 the result of two processes: the availability of reactive precursors
16 and the formation of nucleation and growth sites. The crystals
17 exhibit needle-like morphologies about 760-nm-long and 140-nm-
18 wide. However, the increment of chloroquine favors the formation
19 of crystal twinning with nonhomogenous distribution, crystals with
20 lower sizes of similar heights and widths, and crystals symmetri-
21 cally tapered at the ends of the needles. The lattice volumes, obtained from Rietveld analysis of powder X-ray diffraction patterns,
22 were not regularly affected by chloroquine. The main IR absorption bands did not appreciably change in positions nor in intensities
23 with varying chloroquine concentration. However, important changes were observed in the 2000−4000 cm−1 region. We used
24 density functional theory calculations to understand these changes.

25 ■ INTRODUCTION
26 Plasmodium is a parasite that is transmitted to man by the bite of
27 a mosquito of the genus Anopheles and causes malaria. This
28 remains a significant public health problem. The World Malaria
29 Report 2021 estimated that the global malaria burden was
30 around 241 million reported cases and 496 000 deaths
31 worldwide. To date, there are six species of Plasmodium that
32 affect humans; however, P. vivax and P. falciparum are the most
33 important. P. vivax is widely distributed and occurs mainly in the
34 Americas, and P. falciparum is the species that causes the highest
35 number of complications and deaths.1

36 During the life cycle of Plasmodium in the human host, it has
37 an intraerythrocytic phase, which is related to the symptoms of
38 the disease. In this cycle, Plasmodium degrades hemoglobin and
39 after several processes forms the hemozoin crystal, or malaria
40 pigment. It is widely accepted that the formation of the
41 hemozoin in the digestive vacuole of the Plasmodium parasite is
42 the primary mechanism of heme detoxification in the malaria
43 parasites and the target of quinoline type of antimalarials.2−4

44 Therefore, it is very important to have a deep understanding of

45the formation mechanisms and kinetics of nucleation and
46growth of the hemozoin crystals and their inhibition by the
47antimalarial medicines. These types of studies have been
48performed on both natural and synthetic samples, the methods
49being valuable and complementary.
50The synthetic version of the hemozoin crystal is called β-
51hematin, and it can be synthesized under widely different
52conditions. One of the earliest reactive mediums used to
53synthesize β-hematin was acidic acetate solutions.5−8 Egan and
54co-workers5,6 reported short reaction times for the formation of
55about 30 min under the reaction conditions of 4.5 M acetate
56buffer, pH = 4.5, and a temperature of 60 °C. The reaction was
57also complete within 2 h at 37 °C and 8 days at 6 °C. In 1993,
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B
Codes Used in this Work

Here we present the codes used in this work, starting with the calculators used to obtain the

fits for the experimental kinetic data, followed by the codes used to simulate the IR spectra

and finishing with the cellular automaton.
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import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

from scipy import optimize

from ipywidgets import interact

from tqdm import tqdm

from ipywidgets import FloatSlider, fixed

######################

####### MODELS #######

######################

# Pasternack Model

def lin_exp(t,y2,ks):

return y2-y2*np.exp(-ks*t)

def avrami(t,y1,n,k):

return (y1-y1*np.exp(-k*t**n))

def y_Pasternack_2(t,y0,y1,y2,n,k,ks):

return y0-y1*np.exp(-((k)*(t)**(n)))-y2*np.exp(-ks*t)

# Second order Model
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def r_sec_mod(t,a,k):

# Corrected dimer form model

return a - a / (a*k*t + 1)

def r_growth(t,b,k,D):

# Corrected Avrami model

return b/ (1 + np.exp(-b*k*t + D))

def r_nuc_gro(t,a,k1,b,k2,D):

return r_sec_mod(t,a,k1) + r_growth(t,b,k2,D)

############################

####### Functions ##########

############################

def paramt_cal(times,values,fun,poss=None,bounds= (-np.inf, np.inf),sigma= None):

t = times

y_exp = values

guess = poss

popt, pcov = optimize.curve_fit(fun,t,y_exp,bounds=bounds,p0=guess,

sigma=sigma,method=’trf’,maxfev=5000)

return popt
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def cov_cal(times,values,fun,poss=None,bounds= (-np.inf, np.inf),sigma= None ):

t = times

y_exp = values

guess = poss

popt, pcov = optimize.curve_fit(fun,t,y_exp,bounds=bounds,p0=guess,

sigma=sigma ,method=’trf’,maxfev=5000)

return pcov

def varia_parm_cal(times,values,fun,poss=None,bounds= (-np.inf, np.inf),sigma= None):

return np.sqrt(np.diag(cov_cal(times,values,fun,poss=poss,bounds= bounds,sigma= sigma)))

def errors(times,values,fun,poss=None,bounds= (-np.inf, np.inf),sigma= None):

param = paramt_cal(times,values,fun,poss=poss,bounds= bounds,sigma= sigma)

t = times

n = len (t)

y_exp = values

y_mexp = np.mean(y_exp)

y_calc = fun(t,*param)

ssr = np.sum (np.array([ (y_exp[i] -y_calc[i])**2 for i in range (len(t))]))

sst = np.sum(np.array([(y_exp[i] - y_mexp)**2 for i in range(len(t))]))
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rmse = np.sqrt(ssr/n)

rr = 1 - ssr/sst

MAPE = (np.array([np.abs(y_exp[i] - y_calc[i])/np.abs(y_exp[i]) for i in range(1,len(t))]))

MAPE = (100/len(t))* np.sum(MAPE)

return f”””R² = {rr.round(4)}, RMSE = {rmse.round(4)}, MAPE = {MAPE.round(4)} \n

{rr.round(4)} & {rmse.round(4)} & {MAPE.round(4)}”””

def MAPE_calc(times,values,fun,poss=None,bounds= (-np.inf, np.inf),sigma= None):

param = paramt_cal(times,values,fun,poss=poss,bounds= bounds,sigma= sigma)

t = times

n = len (t)

y_exp = values

y_mexp = np.mean(y_exp)

y_calc = fun(t,*param)

MAPE = (np.array([np.abs(y_exp[i] - y_calc[i])/np.abs(y_exp[i]) for i in range (len(t)) ]))

MAPE = (100/len(t))* np.sum(MAPE)

return MAPE

def graph(times,values,fun,popt,label,drug,color=”tomato”):

t = times

n = len (t)

y_exp = values
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plt.plot(t,y_exp,’s’,markersize=5.5,color=”black”,

label=r”$\beta$-Hem Aq Med” ”\n” f”+ {drug}”)

plt.plot(t,fun(t,*popt),linewidth = 1.5, color=f”{color}”,label= f”{label}”)

plt.legend(loc=’lower right’,fontsize = 8)

plt.xlabel(r” t (h)”)

plt.ylabel(” Y % of Convertion”)

plt.ylim(0,100)

plt.yticks(np.arange(0, 101, 10))

plt.title(f” {label} + {drug} ”)

plt.grid()

plt.show()

# plt.savefig(f”{label}_{drug}.jpg”)

def cov_graph(times,values,fun,poss=None,label=” ”,drug=” ”,bounds= (-np.inf, np.inf),sigma=None):

covi = cov_cal(times, values, fun,bounds= bounds,poss=poss,sigma=sigma)

plt.imshow(np.log(np.abs(covi)))

plt.colorbar()

plt.title(f”Cov M {label}+{drug} ”)

plt.show()

# plt.savefig(f”{label}_{drug}.jpg”)

def resum_maker(medium, times,values,fun,label,drug,color=”tomato”,

poss=None,bounds= (-np.inf, np.inf),sigma= None):
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s = paramt_cal(times,values,fun,poss=poss,bounds= bounds,sigma=sigma).round(4)

s_len = len (s)

delta_s = varia_parm_cal(times,values,fun,poss=poss,bounds= bounds,sigma=sigma).round(4)

if s_len == 6:

y0,y1, y2, n, k, ks= s

da,dy1, dy2, dn, dk, dks = delta_s

print (” y0 = {}, y1 = {}, y2 = {}, n = {}, k = {}, ks = {}”.format(*s))

print (”\u0394y0 = {}, \u0394y1 = {}, \u0394y2 = {},

\u0394n = {}, \u0394k = {}, \u0394ks = {}”.format(*delta_s))

print (”#################################”)

print (f”y0 = {y0} ({da}), y1 = {y1} ({dy1}), y2 = {y2} ({dy2}),

n = {n} ({dn}), k = {k} ({dk}), ks = {ks} ({dks})”)

print (f”{y0}$\pm$({da})&{y1}$\pm$({dy1})&{y2}$\pm$({dy2})

&{n}$\pm$({dn})&{k}$\pm$({dk})&{ks}$\pm$ ({dks})”)

else:

a,k1,b,k2,D = s

da,dk1,db,dk2,dD = delta_s

print (” a = {}, k1 = {}, b = {}, k2 = {}, D = {}”.format(*s))

print (”\u0394a = {}, \u0394k1 = {}, \u0394b = {},

\u0394k2 = {}, \u0394D = {}”.format(*delta_s))

print (”#################################”)

print (f”a = {a} ({da}), k1 = {k1} ({dk1}), b = {b} ({db}),

k2 = {k2} ({dk2}), D = {D} ({dD})”)
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print (f”{a}$\pm$({da})&{k1}$\pm$({dk1})&{b}$\pm$({db})

&{k2}$\pm$({dk2})&{D}$\pm$({dD})”)

print (errors(times,values,fun,poss=poss,bounds= bounds,sigma=sigma))

cov_graph(times,values,fun,poss=poss,label=label,drug=drug,bounds= bounds,sigma=sigma)

graph(times,values,fun,s,f”””{label}”””,f”””{drug}”””,f”””{color}”””)

if medium == ”oil” and s_len == 6:

oil_parts_pasternack(times,values,lin_exp,avrami,y_Pasternack_2,sigma,bounds,poss)

elif medium == ”oil” and s_len == 5:

oil_parts_sec_mod_rev(times,values,r_sec_mod,r_growth,r_nuc_gro,sigma,bounds,poss)

elif medium == ”aqua” and s_len == 6:

aqueous_parts_pasternack(times,values,lin_exp,avrami,y_Pasternack_2,sigma,bounds,poss)

elif medium == ”aqua” and s_len == 5:

aqueous_parts_sec_mod_rev(times,values,r_sec_mod,r_growth,r_nuc_gro,sigma,bounds,poss)

else:

raise ValueError(”The Medium or the number of parameters is not correct”)

##############################################

####### Aqueous Parameters ##################

##############################################

68



def aqueous_parts_pasternack(t,data,model_1,model_2,combined_model,sigma,bounds,poss,alpha=0.5):

tt = np.linspace(0, 4, 200)

y0,y1,y2,n,k,ks = paramt_cal(t,data,combined_model,poss=poss,bounds= bounds,sigma=sigma).round(4)

print (f” y0 = {y0}, y1 = {y1}, y2 = {y2}, n = {n}, k[1/h] = {k}, ks[1/h] = {ks}”)

plt.plot(tt,model_1(tt,y2,ks),label=”Lin Exp”)

plt.plot(tt,model_2(tt,y1,n,k),label=”Avrami”)

plt.plot(tt,combined_model(tt,y0,y1,y2,n,k,ks),label=”Pasternack”, alpha=alpha)

plt.plot(t, data,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.errorbar(t, data,yerr=sigma,fmt=’s’,color=”black”)

plt.legend(loc=’lower right’,fontsize = 8)

plt.xlabel(r” t (h)”)

plt.ylabel(” Y % of Convertion”)

plt.grid()

plt.show()

print (f” y0 = {y0}, y1 = {y1}, y2 = {y2}, n = {n}, k[1/h] = {k}, ks[1/h] = {ks}”)

def aqueous_parts_sec_mod_rev(t,data,model_1,model_2,combined_model, sigma,bounds, poss,alpha=0.5):

tt = np.linspace(0, 4, 200)

a,k1,b,k2,D = paramt_cal(t,data,combined_model,poss=poss,bounds= bounds,sigma=sigma).round(4)

print (f”a={a},k1={k1},b={b},k2={k2},D={D}”)

plt.plot(tt,model_1(tt,a,k1),label=”Dim Form”)

plt.plot(tt,model_2(tt,b,k2,D),label=”Logistic”)

plt.plot(tt,combined_model(tt,a,k1,b,k2,D),label=”Sec Ord”,alpha=alpha)
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plt.plot(t,data,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.errorbar(t,data,yerr=sigma,fmt=’s’,color=”black”)

plt.legend(loc=’lower right’,fontsize = 8)

plt.xlabel(r” t(h)”)

plt.ylabel(” Y % of Convertion”)

plt.grid()

plt.show()

print (f”a={a},k1={k1},b={b},k2={k2},D={D}”)

def aqueous_explorer_Pasternack(t,y_exp,y0, y1, y2, n, k, ks,alph=0.5):

tt = np.linspace(0, 4, 100)

plt.plot(tt,lin_exp(tt,y2, ks),label=”Dim Form ”)

plt.plot(tt,avrami(tt,y1,n, k),label=”Logistic”)

plt.plot(tt,y_Pasternack_2(tt,y0, y1, y2, n, k, ks),label=”Sec Ord”,alpha=alph)

plt.plot(t,y_exp,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.xlabel(r” t(h)”)

plt.ylabel(” Y % of Convertion”)

plt.legend()

plt.grid()

plt.show()

def aqueous_explorer_RSM(t,y_exp,a,k1,b,k2,D,alph=0.5):

tt = np.linspace(0, 4, 100)
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plt.plot(tt,r_sec_mod(tt,a,k1),label=”Dim Form ”)

plt.plot(tt,r_growth(tt,b,k2,D),label=”Logistic”)

plt.plot(tt,r_nuc_gro(tt,a,k1,b,k2,D),label=”Sec Ord”,alpha=alph)

plt.plot(t,y_exp,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.xlabel(r” t (h)”)

plt.ylabel(” Y % of Convertion”)

plt.legend()

plt.grid()

plt.show()

##############################################

####### Oil Parameters #######################

##############################################

def oil_parts_pasternack(t,data,model_1,model_2,combined_model,sigma,bounds,poss):

tt = np.linspace(0, 100, 200)

y0,y1,y2,n,k,ks = paramt_cal(t,data,combined_model,poss=poss,bounds= bounds,sigma=sigma).round(4)

print (f” y0 = {y0}, y1 = {y1}, y2 = {y2}, n = {n}, k[1/m] = {k}, ks[1/m] = {ks}”)

plt.plot(tt,model_1(tt,y2,ks),label=”Lin Exp”)

plt.plot(tt,model_2(tt,y1,n,k),label=”Avrami”)

plt.plot(tt,combined_model(tt,y0,y1,y2,n,k,ks),label=”Pasternack”, alpha=0.5)

plt.plot(t, data,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.errorbar(t, data,yerr=sigma,fmt=’s’,color=”black”)
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plt.legend(loc=’lower right’,fontsize = 8)

plt.xlabel(r” t(m)”)

plt.ylabel(” Y % of Convertion”)

plt.yticks(np.arange(0, 101, 10))

plt.grid()

plt.show()

print (f” y0 = {y0}, y1 = {y1}, y2 = {y2}, n = {n}, k[1/m] = {k}, ks[1/m] = {ks}”)

def oil_parts_sec_mod_rev(t,data,model_1,model_2,combined_model,

sigma,bounds=(-np.inf, np.inf), poss=None,alpha=0.5):

tt = np.linspace(0, 100, 200)

a,k1,b,k2,D = paramt_cal(t,data,combined_model,poss=poss,bounds= bounds,sigma=sigma).round(4)

print (f”a={a},k1={k1},b={b},k2={k2},D={D}”)

plt.plot(tt,model_1(tt,a,k1),label=”Dim Form”,alpha=alpha)

plt.plot(tt,model_2(tt,b,k2,D),label=”Logistic”,alpha=alpha)

plt.plot(tt,combined_model(tt,a,k1,b,k2,D),label=”Sec Ord”)

plt.plot(t,data,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.errorbar(t,data,yerr=sigma,fmt=’s’,color=”black”)

plt.legend(loc=’lower right’,fontsize = 8)

plt.xlabel(r” t(m)”)

plt.ylabel(” Y % of Convertion”)

plt.yticks(np.arange(0, 101, 10))

plt.grid()

plt.show()
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print (f”a={a},k1={k1},b={b},k2={k2},D={D}”)

def oil_explorer_Pasternack(t,y_exp,y0, y1, y2, n, k, ks,alph=0.5):

tt = np.linspace(0, 100, 200)

plt.plot(tt,lin_exp(tt,y2, ks),label=”Dim Form ”)

plt.plot(tt,avrami(tt,y1,n, k),label=”Logistic”)

plt.plot(tt,y_Pasternack_2(tt,y0, y1, y2, n, k, ks),label=”Sec Ord”,alpha=alph)

plt.plot(t,y_exp,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.xlabel(r” t(m)”)

plt.ylabel(” Y % of Convertion”)

plt.yticks(np.arange(0, 101, 10))

plt.legend()

plt.grid()

plt.show()

def oil_explorer_RSM(t,y_exp,a,k1,b,k2,D,alph=0.5):

tt = np.linspace(0, 100, 200)

plt.plot(tt,r_sec_mod(tt,a,k1),label=”Dim Form ”)

plt.plot(tt,r_growth(tt,b,k2,D),label=”Logistic”)

plt.plot(tt,r_nuc_gro(tt,a,k1,b,k2,D),label=”Sec Ord”,alpha=alph)

plt.plot(t,y_exp,’s’,markersize=5.5,color=”black”,label=r”Exp Data ”)

plt.xlabel(r” t (m)”)

plt.ylabel(” Y % of Convertion”)

plt.yticks(np.arange(0, 101, 10))
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plt.legend()

plt.grid()

plt.show()

Simulated IR Spectra.

###### Geometry Optimization

from ase import Atoms

from ase.io import read

from gpaw import GPAW, restart

from gpaw import Mixer, MixerSum, MixerDif

from ase.calculators.vdwcorrection import vdWTkatchenko09prl

from gpaw.analyse.hirshfeld import HirshfeldPartitioning

from gpaw.analyse.vdwradii import vdWradii

h=0.18

atoms = read(”second.xyz”)

c = GPAW(mode=’fd’,

h=h,

xc=”PBE”,

spinpol=True,

nbands=-10,

convergence={’energy’: 0.0001},
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txt = ”out.txt”,

mixer=MixerSum(0.02, 5, 100),

#eigensolver=Davidson(4),

#parallel={”sl_auto”:True},

#hund=True,

maxiter=900,

#charge=0

)

calc = vdWTkatchenko09prl(HirshfeldPartitioning(c),

vdWradii(atoms.get_chemical_symbols(), ’PBE’))

atoms.calc = calc

e = atoms.get_potential_energy()

from ase.vibrations import Infrared

ir = Infrared(atoms)

ir.run()

ir.summary(log=’vib_summary.log’)

######## IR Spectra

#run from serial

from ase import Atoms
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from ase.io import read

from gpaw import GPAW, restart

h=0.18

atoms = read(”second.xyz”)

from ase.vibrations import Infrared

ir = Infrared(atoms)

ir.run()

#write ir-spectra.dat

ir.write_spectra(width=1)

#write ir.mode.traj

#list_modes =[443,442,441,395,393,392,390,389,387,385,384,383,382,381,380,377,

376,375,374,355,354,353,352,341,314,303,302,301,299,294,

293,290,288,287,286,285,284,283,281,270,268,267,266,264,

260,249,248,247,246,245,244]

list_modes =[]

for i in range(382,444):

list_modes.append(i)

for i in list_modes:

ir.write_mode(i, kT=0.1)

######### IR Summary
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from ase import Atoms

from ase.io import read

from gpaw import GPAW, restart

from gpaw import Mixer, MixerSum, MixerDif

from ase.calculators.vdwcorrection import vdWTkatchenko09prl

from gpaw.analyse.hirshfeld import HirshfeldPartitioning

from gpaw.analyse.vdwradii import vdWradii

from ase.vibrations import Infrared

h=0.18

atoms = read(”second.xyz”)

ir = Infrared(atoms)

ir.run()

ir.summary(log=’vib_summary.log’)

############ Vibration analizer

## Parametrization of the Dimer

metilos = {’m1’: [(58,64),(58,65),(58,66)],

’m2’: [(57,1),(57,4),(57,63)],

’m3’: [(22,18),(22,28),(22,29)],

’m4’: [(19,13),(19,16),(19,25)],
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’m5’: [(95,91),(95,101),(95,102)],

’m6’: [(130,74),(130,77),(130,136)],

’m7’: [(132,137),(132,138),(132,139)],

’m8’: [(92,86),(92,89),(92,98)]}

vinilos = {’v1’: [(62,56),(62,69),(62,70),(70,72),(70,71)],

’v2’: [(55,48),(55,60),(55,61),(61,68),(61,67)],

’v3’: [(135,129),(135,143),(135,142),(142,144),(142,145)],

’v4’: [(128,121),(128,134),(128,133),(133,140),(133,141)]}

chain_fe = {’chain_1’: [(39,27),(39,43),(39,42),(39,37),(37,32),

(37,34),(37,45),(45,52),(45,44),(44,147)],

’chain_2’: [(112,100),(112,115),(112,116),(112,110),(110,105),

(110,107),(110,118),(118,125),(118,117),(117,146)]}

chain_no_fe = {’chain_no-Fe_1’: [(108,96),(108,113),(108,109),(108,104),(104,103),

(104,97),(104,114),(114,119),(114,111),(111,124)],

’chain_no-Fe_2’: [(35,23),(35,40),(35,36),(35,31),(31,30),

(31,24),(31,41),(41,46),(41,38),(38,51)]}

nitrogens = {’N1’: [(146,12),(12,11),(12,0),(146,15),(15,21),(15,14),

(146,5),(5,6),(5,49),(146,2),(2,3),(2,47)],

’N2’: [(147,78),(78,122),(78,79),(147,88),(88,87),(88,94),

(147,85),(85,73),(85,84),(147,75),(75,120),(75,76)]}

78



porphyrin = {”porfirin_1” : [(0,26),(26,33),(26,21),(21,27),(27,20),(20,14),(14,9),

(9,10),(9,6),(6,50),(50,56),(56,49),(49,54),(54,59),(54,47),

(47,53),(53,48),(48,3),(3,8),(8,7),(8,11),(11,17),(17,23),(23,0)],

”porfirin_2” : [(122,129),(129,123),(123,79),(79,82),(82,83),(82,87),(87,93),

(93,100),(100,94),(94,99),(99,106),(99,73),(73,96),(96,90),(90,84),

(84,81),(81,80),(81,76),(76,121),(121,127),(127,120),(120,126),(126,131),

(126,122)]}

Fe_Fe = {’Fe-Fe’: [(146,147)]} # hierro - hierro

Fe_OO_CC = {’C=O-(Fe)_1’: [(118,125)], # Enlace C=O asociado a pico 1664

’C=O-(Fe)_2’: [(45,52)]}

Fe_O_C = {’C-O-Fe_1’: [(118,117),(117,146)], # ENlace Fe-O-C pico de 1200

’C-O-Fe_2’: [(45,44),(44,147)]}

H_O_C = {’H_O_C_1’: [(114,111),(111,124)],

’H_O_C_2’: [(41,38),(38,51)]} # pico asociado al enlace entre dimeros

No_Fe_OO_CC = {’C=O_1’: [(114,119)], # pico asociado a los C=O que no tienen un hierro

’C=O_2’: [(41,46)]}

iron_bonds = {”Fe_N1” : [(146,12),(146,15),(146,5),(146,2)],

”Fe_O1” :[(117,146)] ,
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”Fe_N2”: [(147,78),(147,88),(147,85),(147,75)],

”Fe_O2” : [(44,147)]}

############

#### Function to check the bonds of the specific dictionaries

def resumen_per_fun_grup_specific_traj(fun_grup):

llaves = nom_molec(fun_grup)

contador = number_bonds(fun_grup,llaves)

molecules_and_bonds = keys_bonds_list(fun_grup)

num_traj = 245

total_num_bonds= len(molecules_and_bonds)

follow_list_frame = []

data = []

for mol in range (total_num_bonds):

nom = molecules_and_bonds[mol][0]

direcc = molecules_and_bonds[mol][1]

i,j = direcc[0], direcc[1]

frame, percent = max_dist_frame(num_traj, i, j)

#print (molecules_and_bonds[mol],type (molecules_and_bonds[mol]),nom,i,j,frame,percent)

row = {”molecule”:nom, ”atom bond”: (i,j), ”max frame” : frame, ”max sep %”: percent}

data.append(row)

””” sigue poner una funcion que me encuentre la separacion maxima d -do y me saque el frame
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asociado a eso --> max_dist_frame(num,i,j)”””

follow_list_frame.append ((nom,direcc,frame,percent))

a = pd.DataFrame(data)

return a

resumen_per_fun_grup_specific_traj(metilos)

Cellular Automaton.

import pygame

import pygame.time

import numpy as np

import matplotlib.pyplot as plt

class Grid:

def __init__(self,width,height,scale,density,cloroquine,offset,stop):

”””

creates a unique array which is filled with a

specific number of ones given by the entry density.

the number of entries in the array are given by

the width and height parameters and the
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”””

self.scale = scale

self.density = density

self.cloroquine = cloroquine

self.rows = int (width / scale )

self.columns = int (height / scale)

self.size = (self.rows, self.columns)

self.grid1_array = np.array([0] * (self.size[0] * self.size[1] - self.density - self.cloroquine) +

[1]*self.density + [2]*self.cloroquine)

np.random.shuffle(self.grid1_array)

self.grid1_array.shape = self.size

self.offset = offset

self.stop = stop

def Conway(self,off_color, on_color,on_cloro ,surface,critical, pause,breaker):

”””

takes every possition in the array and assign to it a

an on_color for the ones and a off_color for the zeros

and paints them in a pygame surface.

”””
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for x in range (self.rows):

for y in range(self.columns):

x_pos = x * self.scale

y_pos = y * self.scale

if self.grid1_array[x][y] == 1:

pygame.draw.rect(surface, on_color,[x_pos, y_pos, self.scale - self.offset,

self.scale - self.offset ])

elif self.grid1_array[x][y] == 2:

pygame.draw.rect(surface, on_cloro,[x_pos, y_pos, self.scale - self.offset,

self.scale - self.offset ])

else :

pygame.draw.rect(surface, off_color,[x_pos, y_pos, self.scale - self.offset,

self.scale - self.offset ] )

”””

the next step is put the dinamycs of the system

where the number of on neighbours gives the square

stability or is dissolved and move around randomly

”””

next = np.ndarray(shape = (self.size))

zeros = []

if pause == False:

”counter of crystallized molecules”

keep = int(0)
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”counter of cloroquine particles”

quina = int(0)

for x in range (self.rows):

for y in range(self.columns):

state = self.grid1_array[x][y]

neighbours, posi = self.get_neighbours(x,y)[0], self.get_neighbours(x,y)[1]

if state == 1 and (neighbours >= critical):

next[x][y] = 1

keep += 1

elif state == 1 and (neighbours < critical) :

next[x][y] = 0

zeros.append((x,y))

elif state == 2 and ((neighbours == 0)):

next[x][y] = 0

zeros.append((x,y))

quina += 1

elif state == 2 and (neighbours >= 1):

next[posi[0][0]][posi[0][1]] = 0

next[x][y] = 0

self.density -= 1
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self.cloroquine -= 1

else :

next[x][y] = state

if state == 0:

zeros.append((x,y))

crystal = (keep/self.density)

print (crystal)

particles = next.sum() -int(self.cloroquine) * 2

carencia = int (self.density - particles)

np.random.shuffle(zeros)

graber_1 = zeros [:carencia]

for carente in range (carencia):

next[graber_1[carente][0]][graber_1[carente][1]] = 1

zeros = [i for i in zeros if i not in graber_1]

quino_grab = zeros[:quina]

for qui in quino_grab:

next[qui[0]][qui[1]] = 2

if keep >= int (self.stop * self.density):
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breaker = False

return breaker, crystal

else:

self.grid1_array = next

breaker = True

return breaker, crystal

# def get_neighbours(self, x, y):

# ”””

# counts the number of ones and zeros around every point

# in the grid array (which is filled with ones and zeros)

# and returns the number of ones around every point.

# ”””

# total = 0

# for n in range (-1, 2):

# for m in range(-1,2):

# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# total -= self.grid1_array[x][y]

# return total

def get_neighbours(self, x, y):

”counts the number of ones and zeros around every pointin the grid array”
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total = 0

pair = []

for n in range (-1, 2):

for m in range(-1,2):

”search perimeter of x,y possition”

x_edge = (x+n+self.rows) % self.rows

y_edge = (y+m+self.columns) % self.columns

if self.grid1_array[x_edge][y_edge] == 1 :

”locate the ones”

if (x_edge,y_edge) == (x,y):

”exclude the center possition (do not count yourself)”

total += 0

else :

”sum the rest and grab the possition of the ones”

total += self.grid1_array[x_edge][y_edge]

pair.append((x_edge,y_edge))

else:

”ignore the 0s and the 2s”

total += 0

np.random.shuffle(pair)

”total of ones around (x,y) and the possition of a one ”

return total, pair

# def get_neighbours(self, x, y):
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# ”””

# Modified selection rule for neighbours in the centers

# ”””

# total = 0

# for n in range (-1, 2):

# if n == -1:

# m = 0

# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# elif n == 0:

# for m in range(-1,2):

# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# elif n == 1:

# m = 0

# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# total -= self.grid1_array[x][y]

# return total
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# def get_neighbours(self, x, y):

# ”””

# Modified selection rule for neighbours in the diagonals

# ”””

# total = 0

# for n in range (-1, 2):

# if n == -1:

# mes = [-1,1]

# for m in mes :

# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# elif n == 0:

# m = 0

# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# elif n == 1:

# mes = [-1,1]

# for m in mes :
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# x_edge = (x+n+self.rows) % self.rows

# y_edge = (y+m+self.columns) % self.columns

# total += self.grid1_array[x_edge][y_edge]

# total -= self.grid1_array[x][y]

# return total

width, height = 1200, 900

size = (width, height)

scale = 10

offset = 1

pygame.init()

pygame.display.set_caption(”Molecules”)

screen = pygame.display.set_mode(size)

fps = 60

time = 0

black = (0,0,0)

blue = (0,121,150)

verde = (0,255,0)

white = (255,255,255)
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stop = 1

sigma = 0.16

concentration = 0.2 * np.exp(sigma)

critical = int ((2 * (0.708 * 10 ** -27) * (23 * 10 ** -3) /

((sigma )* 310.15 * 1.38 * 10 ** -23 ) ) * 10 ** 8)

print ( ” El radio critico viene dado por {}”.format(critical))

#density = int (concentration *(width * height) / (scale * scale ))

density = int(0.26 * ( (width * height) / (scale * scale )))

cloroquine = int (0.0*density)

print (f” la densidad del sistema es {density} con un discriminante de {int (0.5 * 0.01 * density) }

y {int ( 0.05 * density) } no cristalizadas”)

grid = Grid(width,height,scale,density,cloroquine,offset,stop)

pause = False

run = True

itero = 0

crist = []

while run:

itero += 1
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clock = pygame.time.Clock()

clock.tick(fps)

time = pygame.time.get_ticks() / 1000

screen.fill(black)

breaker = grid.Conway(off_color=white, on_color=blue,on_cloro=verde,

surface=screen,critical=critical, pause = pause,breaker= run)

crist.append(breaker[1])

breaker = breaker[0]

if breaker == False:

run = False

else :

run = True

for event in pygame.event.get():

if event.type == pygame.QUIT:

run = False

if event.type == pygame.KEYUP:

if event.key == pygame.K_ESCAPE:

run = False

if event.key == pygame.K_SPACE:

pause = not pause

pygame.display.update()

pygame.quit()
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print (”\n” f”a una concentracion de {concentration * 100}% el sistema tarda {itero}

iteraciones en nuclear con un radio critico de {critical} vecinos”)
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C
Derivation of the Second Order

CrystallizationModel

In this section, we present the derivation of the second order model of crystallization. The starting

point is the second order term, associated with the dimer formation process.
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C.0.1 Dimer Formation

We start with the following differential equation:

dY
dt = k1 (α − Y)2 (C.1)

Doing separation of variables, we obtain:

dY
(α − Y)2 = k1dt

Integrating in both sides:

∫ dY
(α − Y)2 =

∫ t

0
k1 dt

−
∫ d(α − Y)

(α − Y)2 = k1 t + C

1
(α − Y)

= k1 t + C

1
k1 t + C = α − Y

Y = α − 1
k1 t + C

for t = 0, the number of dimers formed must be zero, meaning thatY(t = 0) = 0. Plugging this

value in the equation, we obtain:

Y = α − 1
C = 0 → C =

1
α
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and finally obtaining:

Y = α − α
α k1 t + 1 (C.2)

C.0.2 Crystallization Process

In this section, we derive the equation used to represent the crystallization process in the SOM. We

used a logistic function as a starting point for our differential equation:

dY
dt = k2 Y(β − Y) (C.3)

We use separation of variables between the Crystallization term (Y) and time.

dY
Y(β − Y)

= k2 dt

We notice that the left-hand side (LHS) of the equation can be expressed as partial sums. This will

simplify our work when we need to integrate, with respect to the total yield of crystallized material.

1
Y(β − Y)

=
A
Y +

B
(β − Y)

Weknow that thismust be an identity for all values ofY. So in the numeratorwe have the following

equation.

A (β − Y) + B Y = 1

Re-arranging the terms we obtain.

A β + Y(B − A) = 1 → A = B
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whereA = 1
β

which implies:

1
β Y +

1
β(β − Y)

=
1

Y(β − Y)

Now, integrating in both sides.

∫
dY 1

Y(β − Y)
=

∫
dY

( 1
β Y +

1
β(β − Y)

)
=

∫ t

0
k2 dt

ln
( Y

β − Y

)
= β k2 t + C

Y
β − Y = exp(β k2 t + D)

After separating,Ywe obtain:

Y =
β

1 + exp{−(β k2 t + D)}
(C.4)

Adding Equations C.2 and C.4, we obtain the crystallization model shown in Chapter 1.

Y = α − α
α k1 t + 1 +

β
1 + exp{−(β k2 t + D)}

(C.5)
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Fair Use of Graphs

In this academic work, we used one graph from the paper On the kinetics of formation of hemozoin,

the malaria pigment 1. Here, we present the written permission given to use to make use of them in

Section 3
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