757 UNIVERSIDAD
% DE ANTIOQUIA

METODOLOGIA PARA ESTIMAR LA
PROPIEDAD DE COLOR DE SUPERFICIES
REFLECTIVAS PLANAS USANDO
FUENTES RESPECTRALES

Juan Sebe

n Botero Valencia

il S
;ﬁ’-, Fal o
e APV
L SRR

e
Ak Ko sy
L Phig )A_a‘f:"‘
g y o

| Iniversidad de Antioquia
Facultac de Ingenieria, --" 0 de Investigac; / PC
Medellin, Colombia

2020

/" BY NC ND



Metodologia para estimar la propiedad de color de superficies reflectivas planas usando
fuentes hiperespectrales

Juan Sebastian Botero Valencia

Tesis de investigacion presentada como requisito parcial para optar al titulo de:

Doctor en Ingenieria Electrénica

Asesores:
PhD Jesus Francisco Vargas Bonilla

PhD Francisco Eugenio Lopez Giraldo

Linea de Investigacion:
Procesamiento Digital de Sefiales
Grupo de Investigacion:

Sistemas Embebidos e Inteligencia Computacional - SISTEMIC

Universidad de Antioquia
Facultad de Ingenieria, Centro Investigacion y Posgrados
Medellin, Colombia
2020



ACKNOWLEDGEMENT

I wish to thank the supervisors of this thesis PhD Jesus Francisco Vargas Bonilla and PhD Francisco Eugenio
Lépez Giraldo for the guidance and cooperation during this time; my parents and siblings for their uncondi-
tional support, their patience and their interest in my academic development. And finally, I want to thank the
University of Antioquia and especially the Doctoral Scholarship Fund for the support and great opportunity they
gave me.

iii






ABSTRACT

Color is a property directly related to light and is dependent on electromagnetic waves in the visible spectrum
that are reflected, absorbed or emitted (luminescence) by objects. In non-luminescent Lambertian surfaces,
the color is a property that depends directly on the reflectance function and therefore its estimation is essential
for measurement. At present there is equipment or systems that allow estimating the color in industrial applica-
tions. Most, however, it is costly equipment that is fitted to standardized lighting sources (to generalize), requires
strictly controlled measurement conditions, or is only making point measurements on the surface. This doctoral
thesis presents the development of a methodology and a functional model that operates under controlled light-
ing conditions, but which is robust to estimated external perturbations. The model allows to measure color
properties on a flat surface from the estimated reflectance values and can be used in the XYZ color space with
standardized light sources or representations derived from other sources. Indeed, it was necessary to develop
characterization models of the spectral response of photodetectors; on one side, to know the gain at different
wavelengths and on the other side, to detect defects and uniformity of the surface response in two-dimensional
arrays (chambers). It was also necessary to design and characterize a 23-band LED illumination system to obtain
an estimate of the surface reflectance function, and a model that would allow, using low-cost photodetectors,
finding indicators to detect and correct external disturbances, which may be present on the measuring surface.
Finally, a model was developed that integrates different subsystems using a Multi Layer Perceptron to calculate
the color in the XYZ space on the test surface with an error lower than 1%.

Keywords: Color measurement, flat surfaces, Lambertian surfaces, hyperspectral source, reflectance, XYZ space.






RESUMEN

El color es una propiedad directamente relacionada con la luz y es dependiente de las ondas electromagnéticas
reflejadas, absorbidas o emitidas (luminiscencia) por los objetos en el espectro visible. En superficies Lamber-
tianas no luminiscentes, el color es una propiedad que depende directamente de la funcién de reflectancia de la
misma y por tanto su estimacién es fundamental para la medicién. En la actualidad existen equipos o sistemas
que permiten estimar el color en aplicaciones industriales, sin embargo, en su gran mayoria son equipos cos-
tosos que estan ajustados a fuentes de iluminacién estandarizadas (buscando generalizar), que requieren estric-
tas condiciones controladas de medicion o solo realizan mediciones puntuales en la superficie. En este trabajo
se presenta el desarrollo de una metodologia y un modelo funcional que opera bajo condiciones de iluminacién
controlada, pero que es robusto a perturbaciones externas estimadas y que permite medir propiedades del color
sobre una superficie plana a partir de los valores de reflectancia estimados y que pueda llevarse al espacio de
color XYZ con las fuentes de iluminacién estandarizadas o a representaciones derivadas con otros fuentes. Para
esto fue necesario desarrollar modelos de caracterizacién de la respuesta espectral de fotodetectores, de un lado
para conocer la ganancia a diferentes longitudes de onda y de otro lado para detectar en los arreglos bidimen-
sionales (cdmaras) los defectos y la uniformidad de respuesta de la superficie. También fue necesario disenar
y caracterizar un sistema de iluminacién LED con 23 bandas que permite obtener una estimacién de la fun-
ci6én de reflectancia de la superficie y un modelo que permitiera usando fotodetectores de bajo costo derivar
indicadores sobre la luz para detectar y corregir las perturbaciones externas que se puedan presentar en la su-
perficie de medicion. Finalmente se desarrollé6 un modelo que integra los diferentes subsistemas usando una
Multi Layer Perceptron para calcular el color en el espacio XYZ en la superficie de prueba con un error inferior
al 1%.

Palabras Clave: Medicién de color, Superficie plana, superficie Lambertiana, fuente hiperespectral, reflectancia, espacio
XYZ.
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1.1. COLOR VISION

Color vision was developed in our species by genetic duplication of the cones [1]. Humans have a trichromatic
vision system with the greatest response to wavelengths close to 550 nm, wherein the visible spectrum com-
prises the wavelengths between 380 nm (violet) and 780 nm (dark red). The response of the human eye is not
proportional to the values originally established in the construction of the RGB color space (non-linear), so that
it became necessary to develop new measurement methods that corresponded linearly to the response of the
standard eye. For this the spaces L, a, b were constructed. The spaces L, a, b (CIE -Commission Internationale
de I'éclairage L, a, b and Hunter L, a, b) allow to use a scale that varies linearly with human perception. The
measurement equipment is linked to the study of light sources to measure the waves that are reflected in the
objects and hence to measure the intensity of the reflected wave. Color is a property directly related to light and
is dependent on electromagnetic waves in the visible spectrum that are reflected, absorbed or emitted (lumines-
cence) by objects. In non-luminescent Lambertian surfaces, the color is a property that depends directly on the
reflectance function and therefore its estimation is essential for measurement.



2 1. INTRODUCTION

Figure 1.1 shows the CIE curves that numerically represent the response of a standard observer. These func-
tions can be seen as the sensitivity of three linear detectors that produce the CIE XYZ tristimulus value. The set
of functions is known as the standard of the observer, in "CIE standard colorimetric observer tables" they are
defined and currently used as reference.

CIE standard observer color matching functions 2 deg

—
(9]
N <y

—_
T

Tristimulus value

o
n

400 500 600 700
Wavelength - A [nm]

Figure 1.1 CIE 1931 observer

1.2. COLOR SPACE CIE 1931 XYZ

The XYZ color space was developed in 1931 from the data of W. David Wright and John Guild found in 1920, and
its derivation is explained in [2]. The XYZ color space is characterized, because the Y channel represents the
luminosity, the Z channel the blue color and the X channel represents a mixture between red and green. The CIE
XYZ coordinates can be calculated using the Spectral Power Distribution (SPD) of the source (I), using the CIE
curves, and knowing the reflectance function of the Surface S. The equations are presented in equation (1.1),
where K is a constant to normalize Y to 100.

780 780 780
X=K Y IMN)-SA)-x); Y=K ¥ IA)-SA)-7); Z=K ¥ I(M)-S)-z2(A) (1.1)
1=380 1=380 1=380

1.3. OBJECTIVES

1.3.1. GENERAL
The general objective of this work was the development of a methodology to measure color in the CIE XYZ color
space on a flat surface under controlled conditions, which can be dynamically calibrated.

1.3.2. SPECIFIC
1. Definition of a lighting methodology suitable for performing multiplexing of the visible spectrum.
2. Identification of design conditions in the test environment that allow optimizing the color acquisition.

3. Construction of an estimator with the use of spectroscopy that allows evaluating the lighting conditions in
the test environment.

4. Construction of an estimator using spectroscopy to determine the surface reflectance function.

5. Integration of a methodology to measure color on a surface with dynamic calibration, integrating infor-
mation from illumination and reflectance sources.

6. Comparison between of the performance of the developed methodology and obtained by a Spectrora-
diometer in the CIE XYZ color space.
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1.4. ORGANIZATION OF THE DOCUMENT

1.4.1. CHAPTER 1: INTRODUCTION

This section presents the basic concepts of the XYZ color space, the objectives of the work, the distribution of the
chapters and the publications that have been derived from this work. Since each section contains an abstract
and an introduction that includes the state of the art of each topic.

1.4.2. CHAPTER 2: CHARACTERIZATION OF PHOTODETECTORS

In this chapter, a model was developed to obtain the response of a low cost RGB photodetector. The method-
ology consists of obtaining the response of each detector at different wavelengths (41) in the visible spectrum
processed by a mechanical monochromator. The monochromator input is a calibrated white light source with
response throughout the visible spectrum. The method allows estimating the sensitivity of each of the photode-
tectors and defining an approximation of the spectral response.

1.4.3. CHAPTER 3: CALIBRATION OF CAMERAS

In this chapter we present an experiment and a calibration model that allows us to detect defective pixels, vali-
date the response of a camera to a specific wavelength, and estimate its sensitivity curve. For this, an experiment
was designed to generate monochrome light in 21 different bands in the VIS (visible). With this kind of light the
surface of the sensor of the camera was illuminated and at the same time a power meter and a mechanical sys-
tem that rotates the camera automatically were integrated to improve the experiment. Also a second mechanical
system was integrated that subducts or approaches the photodetector so that the received power is always the
same regardless of the wavelength. Factors such as attenuation in the optical fiber, or non-uniformity of the
spectrum of the input source require this translation.

1.4.4. CHAPTER 4: ESTIMATION OF THE LIGHT INDEX

In this section, a methodology for estimating CRI (Color Render Index) and GAI (Gammut Area Index) using the
information provided by low-cost RGB sensors with a Multi Layer Perceptron (MLP) is presented. To validate
the effectiveness of the methodology, the estimation error was evaluated for two different commercial sensors
(TCS3414CS and ADJDS311) and also the compromise between error and training time. In total, 640 MLP archi-
tectures were trained by varying the number of layers, the number of neurons per layer, the activation function
and the calculation architecture (CPU vs GPU), which significantly affects training time and is reflected in the
estimation error due to the use of the floating point. In addition, as a contribution to this work, a database was
built with more than 120 000 combined source spectra (artificial and sun) that will serve as a reference to de-
velop new estimation methods. Finally, the results show the effectiveness of the method to train an MLP with an
absolute error of less than 2 to estimate the GAI and the CRI with both sensors.

1.4.5. CHAPTER 5: ESTIMATION OF THE REFLECTANCE CURVE

In this chapter, we present a methodology to estimate the reflectance of a flat surface in the visible spectrum
using a low-cost 23-band hyperspectral source built with high power (3 W) LEDs, and a monochrome camera.
The design of the structure, the adjustments on the camera and the calibration of the system with a reference
target are shown to estimate the reflectance. The effectiveness of the estimation is evaluated with the patches
of a Color Checker Passport, where the reflectance for each of the 24 samples is known. The method has an
error that varies between 2.15% and 22%, being the worst case the one of the black patch that shows very low
reflectance.

1.4.6. CHAPTER 6: MODEL INTEGRATION

In the final chapter, we introduce a model that uses an MLP that estimates the color on a surface in the XYZ
space and that is robust to disturbances from external light sources with an error lower than 2%. For this, using
the experimental data from chapters 2, 3, 4 and 5, a simulation model was developed to construct an artificial
database with 80000 samples of reflective surfaces created from combinations of patches of the Color Checker.
Random perturbations have been added to the simulation model for the database sources developed in Chapter
4, so that the trained system does not have to work under optimal control conditions. The 23 reflectance points
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(corresponding to the response for each LED of the hyperspectral source) are entered into the trained MLP and
the CRI and GAI values of the disturbance are measured with the method developed in Chapter 4 before the
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2.1. ABSTRACT

Photodetectors are sensors, which respond to the electromagnetic radiation of the spectrum. Their spectral re-
sponse depends on many factors of the manufacturing process, e.g. the type of diode that is used or, in some
cases, the optical elements that are added to limit the response band. In this chapter, we propose an experi-
mental methodology to obtain the spectral response of a photodetector by constructing the characteristic curve
using the monochromatic response. For this purpose we use a broadband source as input of the monochroma-
tor to vary the wavelength each 10 nm. The characteristic curves of one commercial color sensor were obtained
(including the loss) using the output ratio of the monochromator. Via the numerical expression of the response
curve, it is possible to model the actual response of the photodetectors to known or simulated spectra of electro-
magnetic radiation, and thus to generalize photometric measurements. Finally, this newly developed method
helps studying the behavior of a photodetector in detail; hence it enables the derivation of photometric mea-
surements from known data or simulations.
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2.2. INTRODUCTION

Photodetectors are sensors that convert electromagnetic energy into an electrical signal. Its function is to show
a particular spectral region as output. They are almost always made of semiconductors that are responsive to
photo-excitation and include optical filters to limit the response region among other methods of manufacture
[1, 2]. The visible light is a small segment of the electromagnetic spectrum comprised of wavelengths between
380 nm and 780 nm. Nowadays its research is one of the most important fields worldwide; its influence on our
behavior has been widely demonstrated [3-7] and the effect on multiple biological systems such as plants [8, 9]
and stem cells [10, 11], or on food quality [12] is studied. The interest in the study of new applications and the
difficulty in taking measurements, which occurs in some cases, have sparked interest in novel models to perform
experiments, and to develop light control applications more accurately and at a lower cost.

The applications for photodetectors are manifold, the most common are varying photometric measurements
[13-15], applications where infrared radiation is used [16-21] and where color measurement is required [22-28],
intelligent lighting control [13, 29, 30], the derivation of measures such as CCT (Correlated Color Temperature)
[31], the estimation of the CRI (Color Rendering Index) [32] and the determination of power measurements in
more particular cases such as PAR (Photosynthetically Active Radiation) [33]. However, the response of low-cost
photodetectors is not adjusted to the referred measurements and approximations or transformations are neces-
sary, i.e. calibration models [22, 27, 28] that allow interpreting the output data as a reliable measure. Though, this
procedure involves extensive experimental work, which is usually done by taking one part of the sample space
with known characteristics that allows obtaining the inverse model of the photodetectors. The inverse model is
difficult to generalize, due to the impossibility to determine the full sample space, as in the characterization of
light sources [31, 32], where it is not possible to include all possible and purchasable light sources while perform-
ing the training of the sensor, taking into account that although the initial process is long, the data of the curve
can be used to train systems with other measures. The same effect occurs when color charts or nonstandard
light sources are used for calibrating the color sensors. A further problem is that the adaption of inverse models
again requires experimental procedure.

In this chapter a model was developed and implemented to obtain the characteristic curve of low-cost photode-
tectors using a broad-band light source, a monochromator and a high resolution spectrometer. Initially the light
passes the monochromator and splits into two beams. One of them goes to the spectrometer to measure the
power and the other one goes to the photodetector to assess the value of the output signal. This procedure is
repeated varying the output wavelength of the monochromator in steps of 10 nm in the visible region absorption
spectrum. For each photodetector 41 points are obtained, and then adjusted to compensate the losses occur-
ring in the optical fiber. The monochromator, as well as the source response, are not completely flat; therefore,
the beam is split and measured in the spectrometer. The adjusted data represents the spectral response or the
characteristic curve of the sensor. The mathematically expressed characteristic curve allows implementing in-
terpolation models of discrete measures from simulated spectra or from known reflectance functions, as in the
case of color palettes. The presented methodology reduces the necessity of experiments and allows constructing
multiple models from the same photodetector’s curve. The datasets of spectra from light sources and reflectance
functions of color charts are widely distributed, which allows turning the sensors into measuring devices based
on the simulation. As a result of the proposed methodology, the response curve of the TCS3141CS sensor was
obtained. The measurement data of the Macbeth color palette was directly obtained with the sensor and the
estimated values were obtained with the curve using methodology. As a result of the comparison an error below
3.6 error was found.

This chapter is organized as follows: In section 2 are described the photodetectors, the light source and the
spectrometer used for the calibration. Section 3 explains the experimental methodology and the scheme for ob-
taining the characteristic curve. Section 4 discusses the implemented model and its features and section 5 the
process of interpreting the measurements and the interpolation model is exhibited in detail. And finally, section
6 presents the conclusions and future perspectives of the chapter.
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2.3. MATERIALS AND METHODS

2.3.1. BROADBAND LIGHT SOURCE EQ99

The EQ-99 is a Laser-Driven Light Source (LDLS) UV-VIS-NIR manufactured by ENERGETIQ. This broadband
source is specially designed for high brightness and high stability. The spectral output ranges from 170 nm to
2100 nm, with a Numerical Aperture (NA) up to 0.47 and a typical bulb life longer than 5000 h. For the model
presented in this work it is crucial that the light source shows a flat spectral response. Figure 2.1 shows the
spectral response of the LDLS, the advantage of a source like this is to have a power response in the visible
spectrum as well as being electronically stabilized.

Spectral Power Distribution
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Figure 2.1 Spectral response EQ99

2.3.2. MONOCHROMATOR MINICHROM

Mini-Chrom is a monochromator that uses a dial to select the output wavelength. A screw bar mechanism
accurately guides the rotation of a diffraction grating, which positions the selected wavelength at the output.
The wavelength is read directly in nanometers (nm) by a four-digit counter in all models. The operating range
is 200 nm to 800 nm. SMA connectors will be adapted at the input and output for connecting plastic optical
fibers. The advantage of using a monochromator is having a system to control the wavelength with a constant
bandwidth which makes it very useful as a reference.

2.3.3. SPECTRUM ANALYZER AQ6373

The AQ6373 is a Spectrum Analyzer that provides an accurate high-speed analysis of the wavelength range be-
tween 350 nm and 1200 nm. This OSA is well suited for general purposes. It also allows USB storage, which saves
data in flat format for further analysis.

2.3.4. COLOR SENSOR TCS3414CS

TCS3414CS is a color sensor manufactured by Texas Advanced Optoelectronic Solutions (TAOS). It comprises of
an 8x2 array of filtered photodiodes, four of them have red filters, four blue, and four green; the remaining four
are not filtered. Each of the four sensor channels (Red, Green, Blue, Clear) delivers its output in a format of 16
bits using I2C protocol information at 400 KHz. The gain of the analog converter and the integration time are
programmable. The sensor has a synchronization input (SYNC), which allows the precise control of integrated
external sources. Table 2.1 shows some important features of TCS3414CS.
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Table 2.1 Characteristic TCS3414CS

Characteristic Value Units
Sensor Photodiode [NA]
Clock frequency | 0-400 [KHz]
A/D Resolution 16 [bits]
Channels R, G, B, clear | [NA]

2.3.5. EXPERIMENT DESCRIPTION

In Figure 2.2 the explanatory diagram of the proposed experiment is presented. Below its parts are described:

1. The system input is a white light source (1) EQ-99 (polychromatic) with UV-VIS-NIR emission.

2. The white light enters a mechanical UV-VIS-NIR monochromator (2) (Mini-Chrom) that selects the desired
wavelength. Adjusting the wavelength is carried out manually with a mechanical element at intervals of
10 nm in the visible spectrum (380-780 nm).

3. The output of the monochromator must be demultiplexed (7) into two identical outputs. One of them
is led to the spectrometer (6), as a reference value, and the second one to the photodetector (3) to be
evaluated, that through a microcontroller (4) transmit the values to a PC (5).

4. The values obtained in the previous stage allow, first, the gain of the photodetector at a certain wavelength
and, second, the total VIS-NIR scan (point to point) to reconstruct the spectral response curve of the pho-
todetector.
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Figure 2.2 Experiment description
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2.3.6. COLOR EQUATION
Values in the color space X, Y, Z of a surface can be obtained using the model shown in equation 2.1. Where E(A)
represents the source, P(A) the reflectance curve and x(1), (1) and Z(A) the curve of the observer.

780
X=k Y EQA)-PA)-xA)
1=380

780
Y=k Y EQA)-PA)-y) (2.1)
1=380

780
Z=k Y EQA)-PA)-z(1)
A=380
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2.3.7. COLOR CHECKER

The color checker is a color palette with 24 samples arranged in 4 rows. The reflectance of the samples are
known, allowing to use it as a reference standard. In figure 2.3 the distribution of the colors is shown. With the
reflectance information of the Color Checker and given that the source spectrum is known, one can calculate
the value of the XYZ space using Equation 2.1.

[iBEs . . . GILIET (s
. . . . ELIEEED orangeelion)
wils (=il & Uil G5 . . .

Figure 2.3 Color checker

yellow

2.4. RESULTS AND DISCUSSIONS

2.4.1. SPECTRAL RESPONSE OF THE SENSOR

In principle and using the model described in Figure 2.2 in particular, the spectra are obtained at the exit of the
monochromator. Measurements of spectra were taken every 10 nm (in the range 380 to 780 nm) to a total value
of 41 spectra, and repeated four times. The spectra are narrow allowing for improved estimation of the response
model to be generated. The peak values obtained in this step enable the estimation of the normalized response
of the sensor (each channel) to each of the 41 points.

With the normalized monochromator output values, the TCS3414CS sensor response was evaluated. As
mentioned, the values obtained in the previous step (peaks) are needed to obtain the gain of each of the pho-
todetectors for each one of the RGB channels. The spectral response curve obtained at the end of the process is
presented in Figure 2.4. It corresponds to the one provided by the manufacturer. In total, there are 41 reference
points per channel that can be used to perform simulations of the sensor response when they are stimulated
with known spectra.

Sensor curve

o
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Figure 2.4 Sensor response TCS3414CS
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2.4.2. COLOR ESTIMATION
To evaluate the data in the theoretical model, it is necessary to know the spectrum of the light source that will
accompany the color sensor for measurement (Figure 2.5), i.e. E(A) in (2.1).

LED curve
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Figure 2.5 SPD White LED

Table 2.2 shows the values from the XYZ measurements using the sensor on the color checker (XM, YM,
ZM) and using the response curve found with the proposed methodology (XE, YE, ZE). Finally, in Table 2.2, the
estimation error for each channel, and each sample is presented, which is calculated with the absolute difference
between the real and estimated value. The highest error value is 0.0036 (the error is normalized) and occurs
in white color, the error is low, considering that was used a low cost sensor. The error is expected due to the
resolution of the spectral response curve (10 nm), however the experiment demonstrates the effectiveness of the
curve to use simulated data and interpolate measures with the sensor.

Table 2.2 XYZ color estimation

Color XE XM YE YM ZE ZM | ER-X | ER-Y | ER-Z

01 Dark Skin | 0,136 | 0,134 | 0,119 | 0,120 | 0,082 | 0,081 | 0,000 | 0,001 | 0,001

02 Light Skin | 0,430 | 0,427 | 0,350 | 0,330 | 0,258 | 0,255 | 0,003 | 0,020 | 0,003

03 Blue Sky | 0,138 | 0,134 | 0,231 | 0,230 | 0,302 | 0,290 | 0,004 | 0,001 | 0,012

04 Foliage | 0,111 | 0,098 | 0,173 | 0,160 | 0,093 | 0,081 | 0,013 | 0,013 | 0,012

05 Blue Flower | 0,220 | 0,219 | 0,274 | 0,280 | 0,385 | 0,382 | 0,000 | 0,006 | 0,002
06 Bluish Green | 0,219 | 0,219 | 0,509 | 0,491 | 0,424 | 0,429 | 0,000 | 0,019 | 0,004
07 Orange | 0,467 | 0,475 | 0,290 | 0,280 | 0,100 | 0,093 | 0,008 | 0,010 | 0,007

08 Purplish Blue | 0,098 | 0,098 | 0,164 | 0,160 | 0,344 | 0,336 | 0,001 | 0,003 | 0,007
09 Moderate Red | 0,377 | 0,390 | 0,164 | 0,170 | 0,141 | 0,151 | 0,014 | 0,006 | 0,009
10 Purple | 0,096 | 0,098 | 0,082 | 0,090 | 0,127 | 0,127 | 0,002 | 0,009 | 0,000

11 Yellow Green | 0,305 | 0,329 | 0,495 | 0,501 | 0,164 | 0,185 | 0,024 | 0,005 | 0,021
12 OrangeYellow | 0,505 | 0,524 | 0,424 | 0,420 | 0,119 | 0,127 | 0,020 | 0,003 | 0,009
13 Blue | 0,051 | 0,049 | 0,094 | 0,098 | 0,246 | 0,243 | 0,002 | 0,004 | 0,003

14 Green | 0,121 | 0,122 | 0,285 | 0,280 | 0,128 | 0,127 | 0,001 | 0,005 | 0,001

15Red | 0,300 | 0,293 | 0,098 | 0,100 | 0,072 | 0,070 | 0,008 | 0,003 | 0,003

16 Yellow | 0,603 | 0,622 | 0,628 | 0,611 | 0,163 | 0,174 | 0,019 | 0,018 | 0,011

17 Magenta | 0,372 | 0,378 | 0,177 | 0,200 | 0,269 | 0,278 | 0,006 | 0,023 | 0,009

18 Cyan | 0,097 | 0,098 | 0,260 | 0,260 | 0,364 | 0,359 | 0,001 | 0,001 | 0,005

19 White | 0,756 | 0,792 | 1,000 | 0,981 | 0,878 | 0,881 | 0,036 | 0,019 | 0,002

20 Neutral 8 | 0,490 | 0,512 | 0,654 | 0,661 | 0,581 | 0,603 | 0,022 | 0,006 | 0,022

21 Neutral 6.5 | 0,308 | 0,317 | 0,415 | 0,410 | 0,368 | 0,382 | 0,009 | 0,005 | 0,014
22 Neutral 5 | 0,175 | 0,171 | 0,233 | 0,220 | 0,204 | 0,197 | 0,004 | 0,012 | 0,007

23 Neutral 3.5 | 0,089 | 0,085 | 0,121 | 0,120 | 0,108 | 0,104 | 0,004 | 0,000 | 0,004
24 Black | 0,039 | 0,037 | 0,052 | 0,050 | 0,047 | 0,046 | 0,002 | 0,002 | 0,001




12 REFERENCES

2.5. CONCLUSIONS

This paper presents a methodology for determining the spectral response of photodetectors. Its efficacy was
demonstrated by measuring the color directly on a standardized color palette and comparing this data with the
values obtained from the simulation using the photodetector response curve found with the proposed method-
ology, with the reflectance curves, and with the SPD of the light source.

The applications arising from knowing the characteristic curve of low-cost photodetectors extend to all prob-
lems where it is necessary to find transformation models for output values and the simulated stimulation data
is known, for example, deriving models for measurements of CCT or CRI with a color sensor using simulated
spectra.
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3.1. ABSTRACT

Digital cameras are photodetector arrays that respond to particular bands of the electromagnetic spectrum, and
specifically those in the visible spectrum between 380 and 780 nm are the most commonly used. The main
cameras function is store the image from an aesthetic point of view, when these are used in home applications.
For this reason, several processes are used in image reconstruction to improve the visual appearance, even from
manufacturing process of sensor decreasing the possibility to obtain optical measurements with this cameras.
However, digital cameras can also be used as optical measuring instruments knowing their features in depth.
Therefore, in this paper is proposed a calibration method for monochrome digital camera using a monochro-
mator and an automatic rotation system. In this way, the uniformity of the pixels response is verified, bad pixels
are detected, and the sensitivity curve is obtained. The results show the advantages of the method to find regions
of pixels turned off. Also, the value of sensitivity in function of wavelength is obtained to verify the regions with
significant changes of uniformity. This work aims to the prototyping of a color measurement system and it is
very important a comprehensive understanding of the camera.
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3.2. INTRODUCTION

Digital cameras are developed using photosensors array. This array is built with individual sensors which can
be Charge-Coupled Device (CCD) or Complementary Metal-Oxide-Semiconductor (CMOS). The array size has
been increased and the total sensor area significantly has been reduced in recent years in order to improve the
resolution. Also, with the objective of achieving a better image reproduction the color filter mosaic (CFM) and
processing techniques are developed. In general, the largest application segment for cameras is the reproduction
of scenes from an aesthetic point of view, causing that their development is oriented to improve the appearance,
but not the quality of the measures in the image. Technological development has allowed the access to image
acquisition devices of good quality and reasonable cost, encouraging the development of systems based on
image processing and analysis. It is no secret that image analysis has become an important tool in a wide range
of areas, ranging from everyday situations to specific applications in the industry, medicine, biology, chemistry,
among others. In this sense, digital cameras have facilitated the image recording and improved the quality of
them.

In particular, the use of digital cameras for color measurement has proved to be useful in several applications.
For example, some researches areas are food quality analysis [1-5], UVI indication [6], determination of glucose
in urine [7], determination of plant nutrients in soil [8], fish spoilage monitoring [9], and other applications in
analytical chemistry [10, 11]. However, color distortion is a common problem, even the same camera captures
different colors of the same scene in different times. Although the scene also depends capture conditions of the
image. Indeed, in a monochromatic scene the pixels within an image could vary the intensity measured. This
happens because each camera light sensors (photosensors or photodetectors) produces differents response to
the same stimulus, or because of defective regions in the array.

A strategy used for color calibration is to create a database with color images and their respective labels. New
images are acquired and compared with the stored images in the database in order to determine its category
[10]. Other proposals employ Color Checkers, color arrays, and color-encode fringe patterns, to establish the
relation between the measured color and the real color, and generate a way to correct the measured color if
necessary [8, 12-14]. Usually, the goal is to obtain a reliable measure, nevertheless, these approaches require a lot
of experimental work and the results may be biased because it is not feasible to consider all capture conditions
(e.g. all possible light sources).

The objective of this work is to find the characteristic curve of a digital camera, find defective pixels, and
evaluate the uniformity of the response starting from a broadband light source. The authors have developed
similar works [15], but only to estimate the sensitivity curve in individual photodetectors. The generated light
is introduced in a monochromator to ensure a specific wavelength. After this, the light is divided to feed a
power meter and the photodetector surface simultaneously. The wavelength of the monochromator is varied in
the range of visible light (380 nm to 780 nm) using 20 nm increments to generate curves of 21 points for each
photodetector.

3.3. MATERIALS AND METHODS

3.3.1. CAMERA FL3U313Y3MC

FL3-U3-13Y3M-C (Figure 3.1) is a monochromatic camera developed by FLIR with excellent performance. One
of the main advantages of this type of cameras compared to those with domestic use is the availability of data in
raw format. This allows to directly obtain the response of the sensors without processing, and this is a necessary
characteristic to use the camera as a measuring element and all control parameters are known and operated
manually.

Figure 3.1 Camera FL3U313Y3MC
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3.3.2. EXPERIMENT DESCRIPTION
In Figure 3.2 the explanatory diagram of the proposed experiment is presented and its parts are described below:

1.

2.

The initial response value to obtain the saturation parameters is adjusted with light emitted at 525 nm.

The system input is a white light source EQ-99 (polychromatic) with UV-VIS-NIR emission (1) coupled to
the monochromator (2) via optical fiber.

The white light inside to the mechanical UV-VIS-NIR monochromator (2) (Mini-Chrom) that selects the
desired wavelength. The adjustment of the wavelength is carried out manually with a mechanical element
in increments of 20 nm in the visible spectrum (380-780 nm). The light output of the monochromator is a
300 um slit.

The output of the monochromator illuminates an area. The camera (3) is positioned in such a way that the
surface of the sensor is completely covered by monochrome light. The power of the light is also measured
(4) using the spectrometer at the same plane where the sensor is located.

The camera (3) is mechanically coupled to a digital servomotor that moves it automatically on 6 different
angles for each wavelength. The camera is rotated to detect problems of uniformity of the light source,
that is, a defective pixel pattern should be seen even if the camera is rotated and this shows that it is not
due to a projected light problem. In order to determine the efficiency of the sensor, the power is taken in
the measurement plane at 525 nm and the camera is moved near or far as appropriate to match the power
at 525 nm for each wavelength. This task must be performed due to the uncertainty in the elements used
to process the light.

The values obtained in the previous steps will allow to know the photodetector efficiency on certain wave-
length, the uniformity in the pixels response, and detect the defective pixels in the array.

-

-«

Figure 3.2 Experiment description
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3.3.3. CALIBRATION METHOD

The compressed image storage formats make undetectable the defects on the sensors, because the processing
operations repair or camouflage the pixels with information from the region. For this reason, the images used in
this experiment are acquired in raw format due to the camera is used as a measurement element.

The method proposed in this work provides information on the operation of the sensor. The quality of the
parameters must be adjusted for each experiment where the camera is used as a measurement element. For
example, the number of defective pixels tolerated is a dependent value in the application, that is, the percentage
of pixels that are allowed to be defective. The images obtained using the experiment described in the previous
subsection can be calibrated with the three steps process described below:

1. First, the mean and standard deviation are calculated for each of 105 images acquired in the experiment.
The average value of the images reflects the power absorbed by the photodetectors array, however, the
values in defective pixels are deviated of the average. In this step, pixels with two deviations above or
below of the mean are selected as defective pixels, this value reached 0.1% of the photodetector pixels in
the worst case. Defective pixels must be aligned between images with different angles to decrease the error
in the experiment. These pixels do not provide information to the image, their response does not change
to different stimulus, or it is substantially different to the rest of pixels. Defective pixels are detected and
marked to not use them.

2. Itis desirable to know the uniformity of the pixel response, that is, how similar is the response of the pixels
if they are stimulated with the same power. Several imperfections in the camera con not be eliminate in
the experiment results, and consequently these can affects the uniformity of the power that is arriving
on the sensor. The rotation is again used as a tool to calculate the uniformity. It is possible to know a
approximated response of a pixel by calculating the average of five rotated images for each wavelength.
For this way, each pixel is exposed to five different points of the projection plane of the monochromator.
The result is a averaged image which is used to calculate the range of sensor response for each wavelength.
The source which the pixels are exposed comes from monochromator and it is assumed uniform.

3. The sensitivity curve of the camera is obtained. For this, the axial displacement of the system was used to
ensure that the detector surface would always be exposed to the same power at 525 nm. In view of this, the
mean value of each of the 105 images was used to delete the defective pixels. The values are represented in
a Cartesian system where the x-axis is the wavelength and the y-axis is the mean value of each image. With
these points, a curve that represents the experimental dispersion is calculated, and the sensitivity curve of
the camera is obtained. A interpolated curve allows to estimate the sensor response at any wavelength.
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3.4. RESULTS AND DISCUSSIONS

3.4.1. DETECTION OF DEFECTIVE PIXELS

In order to determine defects on the sensor surface, the mean and standard deviation of the response values
for each image are calculated. Then, the pixels with two deviations above or below of the mean are selected.
The results are shown in Figure 3.3, where P1, P2 and P3 are rotation positions, the images are shown for two
wavelengths 460 nm and 740 nm. The white regions in figure highlight the defective pixels, 227 defective pixels
were detected. The purpose of camera rotation is that defective pixels appear in the same region facilitating their
localization, and other regions produced by other different phenomenons are discarded. The set of highlighted
pixels must be excluded when the sensor is used as a measurement element. It is important to note that the
images have artificial color to facilitate their interpretation.

(a) 460 nm P1 (b) 740 nm P1

(c) 460 nm P2 (d) 740 nm P2

(e) 460 nm P3 (f) 740 nm P3

Figure 3.3 Detection of defective pixels
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3.4.2. ESTIMATION OF UNIFORMITY

Figure 3.4 shows the raw response of the photodetector for different rotation positions (P1 and P5) and different
wavelengths (480 and 640). In total the 5 images of each wavelength are averaged to calculate the resulting image
Pm. It can be seen that uniformity improves. On this image, the response range for each wavelength is estimated.
The intensity in the figures is normalized between the pixel with the lowest value and the pixel with the highest
value, for this reason, each experiment has its own scale.

(a) 480 nm P1 (b) 640 nm P1

(c) 480 nm P3 (d) 640 nm P3

(e) 480 nm P5 (f) 640 nm P5

(g) 480 nm Pm (h) 640 nm Pm

Figure 3.4 Estimation of uniformity
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3.4.3. SENSITIVITY ESTIMATION
Measurements of spectra were taken every 20 nm in the range between 380 nm and 780 nm having 21 spectra

in total. The uncertainty due to the orthogonality of the sensor plane when is illuminated, and non-uniformity
of light of the monochromator output are reduced repeating the measurement five times in diferent angles. As
shown in Figure 3.5, the spectra are narrow allowing improve the estimation of the response model generated.
Also, as mentioned in the the description of the experiment, the camera is moved near or far of the monochro-
mator as appropriate to match with the power at 525 nm for each wavelength with the help of the spectrometer,

as explained in the section 3.3.2.

Spectral Power Distribution
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Figure 3.5 Output monochromator
The mean of each image in each rotation position is obtained in this step and the mean for each evaluated

wavelength of each rotated images is represented by the red dots, see Figure 3.6. The power that reaches the
camera in each wavelength was equal, for this reason the values are normalized with respect to the maximum of

the digital response of the camera.
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Figure 3.6 Sensor sensitivity

Equation 3.1 presents the estimated sensitivity function of the camera (blue line in 3.6), where the parameter
k must be adjusted with the power. The adjustment allows interpolating the response in sensitivity of the sensor
to unmeasured values.

S(A)=k-(1.2E—08-1*—2.8E-05-1%3+0.02-12 —5.7- 1 + 544.4) (3.1)
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Finally, in Table 3.1, the average value of each image for each position (P1, P2, P3, P4, P5) and each of the
21 sampled wavelengths is presented, that is, the averages of the figure 3.6 for each wavelength. The value is
normalized from 0 to 100 %, the last column shows the response range of the camera (Margin), which represents
the maximum difference for the specific wavelength.

Table 3.1 Mean response and margin

Wavelength P1 P2 P3 P4 P5 Margin
[nm] (%] (%] (%] (%] (%] (%]
380 53.34 | 53.95 | 53.56 | 53.78 | 53.70 | 0.62
400 63.33 | 61.86 | 65.23 | 65.44 63.52 3.58
420 71.15 | 70.64 | 72.82 | 70.74 69.75 3.07
440 77.50 | 75.92 | 75.33 | 76.05 74.95 2.55
460 79.70 | 82.51 | 82.83 | 81.34 | 79.45 | 3.39
480 84.35 | 84.73 | 86.25 | 83.23 83.53 3.02
500 87.98 | 89.80 | 89.78 | 89.45 | 88.78 | 1.82
520 93.61 | 92.64 | 94.40 | 92.27 93.87 2.13
540 95.13 | 95.90 | 96.91 | 97.45 94.78 2.67
560 99.87 | 99.35 | 98.29 | 98.04 | 98.07 | 1.83
580 98.02 | 98.79 | 98.84 | 100.00 | 100.00 | 1.98
600 99.26 | 98.23 | 99.80 | 98.71 | 98.07 | 1.72
620 99.73 | 99.67 | 98.34 | 98.68 98.50 1.39
640 94.84 | 95.38 | 95.80 | 95.05 | 97.37 | 2.53
660 89.98 | 90.09 | 89.93 | 90.13 91.01 1.09
680 86.70 | 89.26 | 87.22 | 86.27 | 89.00 | 2.98
700 85.73 | 83.66 | 82.46 | 83.01 83.67 3.27
720 78.47 | 77.22 | 7823 | 78.72 | 76.97 | 1.74
740 69.53 | 70.47 | 70.32 | 70.95 71.12 1.60
760 63.61 | 64.32 | 66.50 | 63.67 | 66.72 | 3.11
780 60.26 | 59.40 | 59.78 | 58.43 59.26 1.83

3.5. CONCLUSIONS

The proposed method shows the detection of defective pixels (find regions of pixels off) using the experimental
design, estimates the sensitivity values as a function of the wavelength, and verify the uniformity of the pixels
response in a photodetector array. The two results are used in combination to use the photodetector as a mea-
surement tool. The sensitivity is used to derive power measurements, and the defective pixels to know regions
that should not be used in the measurement.

The results show that it is necessary to develop the process described in this work because it is common for
sensor arrays to be found, defective pixels and as it is known their sensitivity is far from uniform, the sensitivity
curve is fundamental if wants to use the camera as a measuring element, taking into account that the spectral
characteristics of the cameras are different and that when obtaining the response in sensitivity, the sensor can
be used as a measurement element at any wavelength, compensating with the adjusted curve.

As mentioned, the aim of this work is to acquire information that allows the camera to be used as a measure-
ment element. With the information obtained, it is expected that the camera can be used in color measurement
systems, particularly when hyperspectral sources are used and the camera is used to measure reflectance.
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4.1. ABSTRACT

Artificial light sources have been essential in the social and economic development of humanity. At first, light
sources were evaluated only in function of the emitted power but nowadays additional indicators are consid-
ered such as the Color Rendering Index, the Gamut Area, among others. These features have been related to the
development of new models that allow to control polychromatic sources for modifying the color reproducibility
characteristics, and this leads to the necessity of low cost sensing models that allow to estimate this parameters
to interact with control systems in real time. Furthermore, the problem is that in most natural settings multiple
light sources can be overlapped, increasing the model complexity. For this reason, in this work it is presented
a method to estimate the CRI and GA, which it’s adapted with the characteristic curves of a RGB sensor of gen-
eral purpose using Deep Learning. To this end, the model is trained with a dataset created with combinations
of 125496 spectra. The variables of the RGB sensor and 6 linear and nonlinear combinations of them, are con-
sidered as inputs. Results show that the indices can be estimated with an absolute error lower than 2% in both
cases.
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4.2, INTRODUCTION

Artificial light has been, since its invention, fundamental for the economic development of society and of great
importance in the quality of life, it is almost impossible to imagine the world without the presence of electric
light sources. Initially, fuel sources were developed (which are highly contaminant), but they quickly evolved to
electric sources that are significantly easier to handle and increasingly efficient considering the absorbed energy
that is finally converted into light.

The power consumption is highly related to the light sources, according to the "2010 U.S. Lighting Market
Characterization"[1], there were 8.2 billion lamps installed in the United States with an approximate consump-
tion of 700 TWh, of which 175 are for the residential sector, 349 for the commercial sector, 58 for the industry
and 118 for outdoor lighting. In that sense, it has been necessary the evolution of light sources regarding energy
efficiency [2], the development of complex models for lighting control [3, 4], the evaluation of external condi-
tions that originally were not taken into account (like the color of the walls [5], the color of the windows [6],
the color rendering transmission in objects seen by an observer outside a building [7], among others), and the
development of studies and methods to characterize in more detail the light sources [8]. Also, there have been
important models of energy consumption in the residential sector [9], that served to assess the impact of LED
sources in households with significant results.

There is a tendency to replace incandescent, halogen and fluorescent sources with LED light sources [10-12],
mainly because this represent a considerable reduction in electricity consumption. Although it is important to
know that there are works that warn about the potential risk to the human eye when using LEDs as sources of
white light [13] and it should be known that further studies are required to clearly define its limits. The construc-
tion of RGB LEDs allows them to be individually adjustable, making possible to control the chromaticity and
enabling application development like in [14] were through LED arrays, uniform illumination patterns can be
created and [15] where are presented the advantages in the implementation of a control model and RGB sensors
are used (as in this paper). In the same line, theoretical models of narrowband emitters have been developed
to build sources with high CRI [16] and LED sources with high Gammut Area (GA) [17] for retail lighting. Also,
important works have been developed to implement controllers at the power electronics level with temperature
compensation [18]. Close to the LED field, currently there is a research line where models are sought to allow a
better perception of different types of scenes, as in [19] where intercultural lighting preferences were evaluated
(Germany, China), which is similar to the work presented in [20], but in this case the America—China intercultural
comparison is made and evaluated on art pieces.

In general, there are numerous studies found in the literature that highlight the relevance of visual assess-
ment of light sources [21-24], being the commercial sector the one with highest energy consumption and where
color reproduction capability is more important. Several works have been developed for presenting recommen-
dations on sources selection [25, 26], and specific works where sources are evaluated for better perception in
commercial environments [17, 27].

On the other hand, the Deep Learning (DL) comprises of a group of machine learning techniques that allows
modeling data with high level of abstraction using composite architectures, which as in the case presented in this
paper allows mapping complex nonlinear spaces to derive indirect measures in inexpensive sensors. The DL has
been extensively studied and analyzed, at present, high-quality literature can be found to understand its use and
multiple fields of application, which proves DL usefulness for solving modeling and prediction problems. This
kind of techniques have been used deeply in troubleshooting computer vision [28, 29], also for modeling time
series [30], in electrocardiographic signals classification [31], in manufacturing [32], water distribution systems
[33], consumption models [34], prediction of energy consumption in buildings [35], in mapping wind profiles
with information to other areas [36], among many other applications. RGB sensor characterization has been
studied from different points of view, using controlled conditions and reference measurements to calibrate from
the wavelength (being this a more generalizable model) [37, 38] , or mapping methods from examples that might
over fit the problem [39-43].

The CRI index is a measure used to represent perceptual color reproducibility of a source, it could be seen as
the proximity to the white of a particular light source. The use of this index is still under discussion and works
have been done to compare with more complex indices. Another index used to characterize light sources nowa-
days is the Gamut Area Index, the higher the GAI, the greater the saturation of the colors. The CRI and the GAI
are calculated from the SPD (Spectral Power Distribution) of the light source, so that a spectrometer (relatively
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expensive equipment) is needed, besides that it is possible to have dynamic measurements and to carry out con-
trol applications from the indices, as intended with the implementation proposed in this article. For this reason,
in this paper, a methodology for estimating the CRI and GAI using the information provided by low-cost RGB
sensors with a Multi-Layer Perceptron (MLP) is presented. To validate the effectiveness of the methodology, the
estimation error was evaluated for two different commercial sensors (TCS3414CS and ADJDS311) and as well the
compromise between error and training time. In total, 640 Multi-Layer Perceptron architectures were trained by
varying the number of layers, the number of neurons per layer, the activation function and the calculation archi-
tecture (CPU vs GPU) that significantly affects the training time and is reflected in the estimation error due to the
use of the floating point. In addition, as a contribution to this work, a database was built with more than 120,000
combined source spectra (artificial and sun light) that will serve as a reference for developing new estimation
methods.

Finally, the results show the effectiveness of the method to train an MLP with an absolute error lower than 2 to
estimate the GAI and the CRI with both sensors. The purpose of this result is to use low cost sensors as estimators
in measurement nodes in automatic lighting control in environments where the reproducibility characteristics
of lighting are required to be stable by combining available sources with polychromatic sources. Also in the
estimation of disturbances in environments where color is measured using controlled light sources.

4.3. MATERIALS AND METHODS
4.3.1. COLOR SENSOR TCS3414CS

TCS3414CS is a color sensor manufactured by Texas Advanced Optoelectronic Solutions (TAOS). It comprises of
an 8x2 array of filtered photodiodes, four of them have red filters, four blue, and four green ones; the remaining
four are not filtered. Each of the four sensor channels (Red, Green, Blue, Clear) delivers its output in a format of
16 bits using 12C protocol information at 400 KHz. The gain of the analog converter and the integration time are
programmable. Table 4.1 shows some important features of TCS3414CS.

Table 4.1 Characteristic TCS3414CS

Characteristic Value Units
Sensor Photodiode [NA]
Clock frequency  0-400 [KHz]
A/D Resolution 16 [bits]
Channels R, G, B, clear [NA]

4.3.2. COLOR SENSOR ADJDS311

The ADJDS311 is a color sensor manufactured by Avago Technologies. This one is made of a 7x6 array of filtered
photodiodes, ten of which have red filters, ten blue ones, and ten green ones, the remaining ten are not filtered.
Each one of the four sensor channels (Red, Green, Blue, and Clear) delivers its output in a format of 10 bits using
12C protocol information at 100 KHz. The sensitivity is controlled via a serial interface and can be optimized for
the different color channel. Table 4.2 shows some important features of the ADJDS311 photo sensor. The sensor
can be used in conjunction with a white LED for measuring the color on surfaces. It does not need an external
capacitor.

Table 4.2 Characteristic ADJDS311

Characteristic Value Units
Sensor Photodiode [NA]

Clock frequency 0-100 [KHZz]
A/D Resolution 10 [bits]

Chanels R, G, B, clear [NA]
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4.3.3. CCT, CRI AND GA CALCULATION

In this section the manual form of calculation of the indices estimated in this work is presented. It is clear that
in order to construct the reference value for each of the 125496 analyzed sources it was necessary to apply this
calculation to each one in order to construct the training set.

The CIE X, Y and Z coordinates of a light source can be calculated using the Spectral Power Distribution
(SPD) of the light source and the CIE Standard Observer matching functions. As mentioned above, the main
problem of applying the direct calculation method is need the SPD and a spectrometer. The equations are pre-
sented in (4.1), where K is a constant for normalized Y to 100.

780
X=K Y SPD})-x\)
1=380

780
Y=K Y SPDW)-7(A) 4.1)
1=380

780
Z=K Y SPDA)-z(1)
1=380

The chromaticity coordinates x, y can be obtained from X, Y and Z values. These equations are presented
in (4.2).

_ X
X=X7v+z
(4.2)
_ ¥
Y=x5v+z

Later, with the equations shown in [44], the Correlated Color Temperature (CCT) is estimated. The equations
are presented in (4.3).

5 = X=0.3320
= 0.1858—y

(4.3)
CCT = 449n° + 352512 + 6823n + 5520

The next step is to determine the reference illumination based on the CCT of the light source. The reference
light has the same CCT as the light source of interest, which is calculated using equation (4.4) if the value of
CCT < 5000K or using the model presented in (4.5), in otherwise. In (4.5), h is the Planck constant, c is the light
speed, k is the Boltzmann constant and A is the wavelength.

_ 2mhc®(10790)7°

SPDpey = (4.4)

(cerisom)
e\ CCT-10792k ) _1
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For CCT = 5000K, the reference light can be calculated as shown in (4.5), where Sy (1), S; (1) and S; (1) are
vectors of the distribution of daylight.

SPDgef (A) = So () + [My-S1 (D] + [Mz- S2 (A)]

—1.3515-1.7703-xp+5.9114-yp

My = 0.0241+0.2562-xp—0.7341-yp
M, = 2.0300-314424-xp +30.0717.yp

2 = 70.0241+0.2562-xp—0.7341-yp
CCT =7000K

o . . (4.5)
Xp = _4.607(3)~10 + 2.9672-10 + 0.09911-10 +0.244063
T T¢ Tc
7000K < CCT < 25000K
109 106 103
Xp=-— 2.00;{% 10 + 1.90]13 10 + 0.24774‘123 10 +0.237040
C

(o}

¥p = —3.000- x% +2.870- xp —0.275

Then the values of CIE 1976 (¢/, v') are determined for each of the eight color samples (TCS), for this it is
necessary to calculate the XY Z values first, both as a source of interest and as the reference illumination values
for each (X, Y and Z),as shown in (4.6).

780
Xi=K Y SPDA)-x(1)-TCS; (1)
1=380

780
Yi=K Y SPDA)-y(1)-TCS;(A) (4.6)
1=380

780
Zi=K Y SPDW)-Z(A)-TCS;(A)
=380

Now the CIE 1976 (u/, v') values are derived for each TCS using (4.7). As will be seen later, these values are
used in GA calculation. It is important to understand that each combination u/, v’, represents the correlation
with a particular TCS and could be viewed as the abstraction of the proximity to a particular color source.

u = 4X
X+15Y+3Z
4.7)
l}’ — 6X
X+15Y+3Z

The adaptive color shift Von Kries is applied to respect the differences between the states of the chromatic
adaptation of the light source of interest and the reference illumination as shown in (4.8). The c and d values are
calculated for all the reference sources.
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c=1(4-u-100)

v

d=1(1.708v'+0.404 - 1.481u/)

c d
10.872+0.404 sz Cri—4 d’kef di; (4.8)
Ui = c ay
16.518+1.481 gif c,c,,-—%dk,i
Ji
5.520
vk,i = c d
16.518+1.481 Qif Ck,i—%dk,i
Vi

Now, the CIE 1964 U = W * V values are determined for each TCS (4.9).
Wr=25-Y;'3-17
U/ =13-W - (u; — u) 4.9)
Vi=13-W/-(v;—v)

Finally the color shift is determined AE for each TCS, using the equation (4.10).

— * * )2 *
AE; = (U}, ~Up D>+ (V,

* \2 * * 12
ref,i_Vk,i) +(Wref,i_W ) (4.10)

k,i

And with these values of AE; the R; and average CRI (4.11) are calculated.

R; =100 -4.6AE
4.11)

Now to calculate the Gamut Area (GA) we return to equation (4.7), with this the CIE 1976 (u,v’) values are
derived for each TCS. The values (u), v’) are taken as coordinates and the area that inscribes the polygon is cal-
culated, this value is the Gamut Area. Finally the Gamut Area Index (GAI) normalizes with respect to GA of an
equal Energy Spectrum Source, is shown in equation (4.12).

GA

GAIl = —————100
0.00728468

(4.12)

4.3.4. CONSTRUCTION OF THE TRAINING SET
The database consists of 125496 SPD samples corresponding to the combination of different available light
sources (LED, incandescent, fluorescent and Sun). That is, SPD samples containing a certain percentage of
disturbance were generated in order to recreate real conditions in which more than one light source is present,
and thus validate that the results are useful in the applications where the use of the model is proposed.

Each of the light sources is combined with the remaining considering 3 different disturbance ranges, with
6 values in each range. In first case the disturbance varies from 2% to 12% (e.g. 98% incandescent + 2% LED,
then 96% incandescent + 4% LED, etc ). In the second range the variation is from 6% to 36% and finally the
disturbance varies from 8.3% to 50%. For each range, a training dataset of 41832 samples is obtained. The
chosen light sources are from different manufacturers, including Osram, General Electric, Philips, and Sylvania.
The measured CRI varied between 55.22 and 99.90 and the GA between 35.79 and 98.24.

The variables of the RGB sensor and 10 linear and nonlinear combinations of them, are considered as inputs
for the Deep Learning stage (R,G,B,R?,G?,B?,R/G,R/B,G/B,1).
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4.3.5. EXPERIMENT DESCRIPTION

In Figure 4.1, the left side represents the input to the system, which will be the radiation in the visible spectrum.
Composed with the combination of SPD, this radiation would be absorbed and represented (converted into
electronic signals) by the RGB sensor (1). The channel data is scaled to the input of the MLP as described above
(R, G, B, R?, G*, B%, RIG, R/B, G/B, 1), then the trained MLP (2) calculates the value of the CRI and the GAI (3)
for the SPD incident on the RGB sensor. The training process is performed in reverse, using the set described in
the previous section to teach the examples to the MLP.

Figure 4.1 Experiment description

4.3.6. TYPES OF SOURCES USED

Figure 4.2a shows three samples of LED sources. The white LED sources are constructed by combining (overlap-
ping) several types of LEDs, these LEDs are overlapped to obtain a white response according to the manufactur-
ers’ standards. One of the possibilities of future work, based on the results of this work, is to control a LED light
source to match a polychromatic illumination system where the GAI and CRI cannot be controlled. Figure 4.2b
shows three samples of fluorescent sources.
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Figure 4.2 SPD LED and fluorescent
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In Figure 4.3a, three samples of incandescent light sources are shown. The CRI in incandescent sources
is usually high, in values ranging from 93 to 99. The spectra of incandescent light sources are characterized
as being soft and having a significantly high component in the infrared spectrum. The infrared part of their
spectrum causes their energy inefficiency. In Figure 4.3b shows the spectrum of the Sun on three different days.

Spectral Power Distribution Spectral Power Distribution
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(a) SPD incandescent Sources (b) SPD Sun source

Figure 4.3 SPD incandescent and SUN

4.4, RESULTS AND DISCUSSION

4.4.1. SPECTRAL RESPONSE OF THE SENSOR

The spectral response of the sensors was calculated employing the model described in Chapter 2, where a broad-
band light source, a monochromator and a high-resolution spectrometer were used in order to construct the
characteristic curve, and measurements of spectra were taken every 10 nm in the range between 380 nm and
780 nm. However, in this case an interpolation method was used to know the spectral response every 1 nm
instead of 10 nm. The spectral response curve of both sensors is presented in Figure 4.4.
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Figure 4.4 Response TS3414CS and ADJDS311
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DISTRIBUTION OF TRAINING SETS
In figure 4.5, the histogram of the CCT values for the subset A and B is displayed. It can be seen that these are

distributed in the sample space of the variable and therefore, there are enough examples for training.
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Figure 4.5 CCT distributions

The purpose of having big datasets in the training of algorithms of automatic learning, is to sample the space
of characteristics, so that the possible combinations of entrance of the system are represented in the examples.
In figure 4.6, the histogram of the CRI values for the subset B and C is displayed. It can be observed that these
are distributed with greater density between 80 and 100 as is expected in white light sources.
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Figure 4.6 CRI distribution
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In figure 4.7, the histogram of the GAI values for the subset A and C is displayed. In the density of the Gamut
Area Index, it is observed a lower concentration than in the histogram of CCT and CR], this is more distributed
in the range of the variable. The highest concentration is between 40 and 80. The GAI will be one of the variables

to be estimated by the architecture proposed in this work.
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Figure 4.7 GAI distribution

It is also important to evaluate the distribution of input information from the input training set. Figure 4.8
shows the histogram of the TCS3414CS sensor response for each of its channels (RGB) to the subset B and C,

respectively.
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Figure 4.8 TCS3414CS response distribution
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Figure 4.9 shows the histogram of the ADJDS311 sensor response for each of its channels (RGB) to the subset
B and C, respectively. It can be seen that there is a much greater overlap in the distribution between the R and B
channels. Overlap could reduce the amount of information delivered by the sensor to the sources, and therefore

could represent greater difficulty in convergence.
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Figure 4.9 ADJDS311 response distribution

4.4.2. VALIDATION ERROR
As mentioned above, the three training subsets (A, B and C) were mixed in a single set. For the training of each of

the 640 architectures this set was separated into two test subsets, one of 70% (88547 examples) for training, and
one of 30% (37949) for validation. Figure 4.10 shows the validation error for the calculation of the GAI and the
CRI (sensor TCS3414CS) where the activation functions of the MLP were sigmoidal tangents (NL). In this case,

the training was done using the resources of the CPU of the Workstation.

Error NL CPU GA Error NL CPU CRI

Absolute error

(b) Error NL CPU CRI TCS3414CS

(a) Error NL CPU GA TCS3414CS

Figure 4.10 Error GA CRI TCS3414CS
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Figure 4.11 shows the comparison of the training surface to estimate the CRI of the two sensors trained with

GPU and CPU, respectively.

Error NL GPU CRI Error NL CPU CRI

Absolute error
Absolute error

(a) Error NL GPU CRI TCS3414CS (b) Error NL CPU CRI ADJDS311

Figure 4.11 Error CRI TC3414CS ADJDS311

Figure 4.12 shows the comparison of the training surface to estimate the CRI of the ADJDS311 sensor trained
with GPU with the linear and non-linear activation function. In general, the use of the GPU reduces the process-
ing time; however, due to the numerical representation and the loss of precision the error is usually higher as it
was observed in all the trainings of the architecture developed in this work.

Error LI GPU CRI Error NL GPU CRI

Absolute error
Absolute error

(a) Error LI GPU CRI ADJDS311 (b) Error NL GPU CRIADJDS311

Figure 4.12 Error NL GPU CRIADJDS311

The training with the CPU shows a better convergence (due to the use of the floating point), but, as was
shown below, also implies a longer training time. In the Tables 4.3, 4.4, 4.5 and 4.6 the rows (2, 3, 4, 5) represent
the number of layers and the columns (5, 10, 15, 20, ... 50) the number of neurons in each hidden layer.

The tables show the absolute validation error. In Table4.3, 4.4, 4.5 and 4.6 the error shown corresponds to

the tansig function. This architecture shows the best results.
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Table 4.3 Error TCS3414CS NL CPU GA

| | 5] 10| 15| 20| 25| 30| 35| 40| 45| 50 |
| 2] 1,96 | 1,57 | 1,46 | 1,40 | 1,32 | 1,27 | 1,23 | 1,27 | 1,20 | 1,20 |
3] 1,79 1,49 | 1,37 | 1,29 | 1,20 | 1,22 | 1,20 | 1,15 | 1,16 | 1,20 |
[ 4]
5|

1,82 | 1,42 | 1,27 | 1,20 | 1,20 | 1,14 | 1,15 | 1,15 | 1,15 | 1,16 |
2,07 | 1,44 | 1,25 | 1,32 | 1,27 | 1,22 | 1,14 | 1,36 | 1,14 | 1,18 |

Table 4.4 Error ADJDS311 NL CPU GA

| | 5] 10| 15| 20| 25| 30| 35| 40| 45| 50 |
| 2]204]1,73]1,64 | 1,53 | 1,44 | 1,41 | 1,37 | 1,35 | 1,32 | 1,29 |
| 3] 1,98 1,66 | 1,48 | 1,42 | 1,52 | 1,33 | 1,31 | 1,24 | 1,29 | 1,29 |
| 4
|5

| 1,92 | 1,69 | 1,42 | 1,37 | 1,31 | 1,31 | 1,26 | 1,27 | 1,33 | 1,25 |
| 2,89 | 1,56 | 1,38 | 1,33 | 1,33 | 1,25 | 1,97 | 1,28 | 1,26 | 1,31 |

Table 4.5 Error TCS3414CS NL CPU CRI

| 5] 10| 15| 20| 25| 30| 35| 40| 45| 50 |
| 1,49 | 1,19 | 1,04 | 0,97 | 0,95 | 0,90 | 0,89 | 0,89 | 0,86 | 0,89 |
| 1,33 | 1,06 | 0,97 | 0,89 | 0,87 | 0,83 | 0,82 | 0,81 | 0,81 | 0,83 |
|
|

1,25 | 1,00 | 0,93 | 0,87 | 0,84 | 0,80 | 0,79 | 0,90 | 0,81 | 0,79 |
1,22 | 1,01 | 0,89 | 0,84 | 0,84 | 0,80 | 0,80 | 0,80 | 0,78 | 0,80 |

Table 4.6 Error ADJDS311 NL CPU CRI

| | 5] 10| 15| 20| 25| 30| 35| 40| 45| 50 |
| 2] 166|158 126|119 | 1,15 | 1,13 | 1,09 | 1,11 | 1,06 | 1,05 |
| 3] 1,58 | 1,29 | 1,25 | 1,13 | 1,09 | 1,03 | 1,09 | 1,04 | 1,01 | 1,20 |
[ 4]
5

1,52 | 1,28 | 1,20 | 1,05 | 1,03 | 0,99 | 0,97 | 0,97 | 0,96 | 0,97 |
1,63 | 1,22 | 1,21 | 1,08 | 1,05 | 0,97 | 1,00 | 0,99 | 0,99 | 1,01 |
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4.4.3. PROCESSING TIME

Finally, in the tables 4.7 and 4.8 the processing time of each architecture is shown for the calculation of each
index. The rows represent the number of hidden layers (2,3,4,5). In comparison, the total processing time using
only the CPU was 129: 01 hours, while with the GPU the total time was 19:22, less than 7 % of the CPU time. In
both tables is highlight the architectures in which the lowest validation error was obtained.

Table 4.7 Training CPU processing time

| TCS3414CS-LI | ADJDS311-LI | TCS3414CS-NL | ADJDS311-NL |
HL| GA | CRI | GA | CRI | GA | CRI | GA | CRI |
| 00:03 | 00:03 | 00:04 | 00:02 | 02:46 | 02:38 | 03:25 | 02:55 |

| 302 | 264| 327 | 367 | 1,18| 080 | 1,31 | 1,01 |
T | 01:25 | 01:26 | 01:49 | 01:33 | 26:00 | 37:52 | 32:15 | 26:37 |

|

|

| 2] 302 | 264| 327 | 367| 120] 08| 129] 1,05
| | 00:08 | 00:08 | 00:09 | 00:08 | 04:40 | 06:06 | 06:52 | 03:19 |
| 3| 302| 264| 327| 367| 120 08| 129 120 ]
| | 00:16 | 00:19 | 00:20 | 00:24 | 08:18 | 10:45 | 11:04 | 09:45 |
| 4] 302| 264 327 367| 116| 079 | 125] 097
| | 00:57 | 00:55 | 01:15 | 00:57 | 10:16 | 18:22 | 10:52 | 10:37 |
‘ 5

|

Table 4.8 Training GPU processing time

| TCS3414CS-L1 | ADJDS311-LI | TCS3414CS-NL | ADJDS311-NL |
HL| GA | CRI | GA | CRI | GA | CRI | GA | CRI |
| 00:09 | 00:08 | 00:10 | 00:09 | 00:37 | 00:42 | 00:32 | 00:43 |

| 302 | 264| 326]| 367 | 1,65| 117 | 242| 1,64 |
T | 01:28 | 01:13 | 01:09 | 01:05 | 04:02 | 04:43 | 02:42 | 02:55 |

|

|

| 2] 302| 265| 326| 367| 19| 143| 249 | 1,73 |
\ | 00:15 | 00:11 | 00:12 | 00:12 | 01:00 | 00:52 | 00:57 | 00:36 |
| 3| 302| 264| 327 367 | 222| 1,49 | 190 | 158 ]
| | 00:25 | 00:25 | 00:16 | 00:17 | 01:11 | 01:15 | 00:44 | 00:42 |
| 4| 304| 264| 326 367 | 1,70 1,27 | 252| 197
\ | 00:38 | 00:27 | 00:30 | 00:26 | 01:12 | 01:51 | 00:29 | 00:53 |
‘ 5

|

4.5. CONCLUSIONS

In this paper, a methodology was proposed to estimate the CRI and the GAI using the information provided
by low cost RGB sensors with a Multi-Layer Perceptron (MLP). The validation error showed the effectiveness of
the methodology, the absolute error was below 2% for all cases. The architecture can be easily implemented to
measure chromatic reproduction characteristics in real-time. This information is very useful for the tuning of
polychromatic sources in places where external disturbances occur or to detect disturbances in color measure-
ment processes that require controlled conditions.
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As part of this work we also built a database (the training set), with mixed SPD that will allow the training of
new models, or the simulation of lighting conditions.

Finally, it is important to understand that these types of estimation alternatives are developed in order to

reduce the costs of measurement with respect to the use of spectrometers and to be able to perform implemen-
tations where distributed measurements (multiple points) are made on test surfaces, i.e. the measurement of
chromatic reproduction characteristics is not punctual.
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5.1. ABSTRACT

The reflectance of objects, is the property that represents the percentage of power that is not absorbed when it
is radiated with an electromagnetic wave. Its representation is essential in color measurement and studies of
material properties. In Lambertian surfaces it is considered that the reflection occurs with equal magnitude in
all directions, i.e. changing the point of view, does not change the luminance. That said, reflectance represents
the only property of a material that can change its perception of color. Reflectance is a wavelength dependent
property. For the particular case discussed in this work, and in the most common measurement method it can be
used a spectrophotometer, an integrating sphere and a white light source to determine it. However, this involves
high costs and additionally a punctual measurement. For this reason, this work presents a method to measure
reflectance on a flat surface using an array of LEDs a monochromatic camera and a power control system. The
results show that an error of less than 22% for the worst case and less than 9% for 87% of the samples can be
reached. This work is aimed at developing methods to estimate the reflectance of flat Lambertian surfaces,
which are inexpensive and allow a distributed measurement on the surface, i.e. it can be estimated in regions of
pixels.

43
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5.2. INTRODUCTION

The reflectance represents the percentage of power that is not absorbed by an object when it is radiated with
an electromagnetic wave. In most materials the reflectance changes with the wavelength and for this reason, its
value is expressed as a function. Its representation is fundamental for the measurement of color and for study-
ing material properties. In Lambertian surfaces it is considered that the reflection occurs with equal magnitude
in all directions, that is, when changing the point of view, the reflectance value does not change. The study of
measurement models of reflectance is relevant due to the wide field of applications in the analysis and charac-
terization of materials [1-6], and in the measurement of color, when multispectral sources are used in the visible
spectrum with a principle directly related to the reflectance function [7-11]. The idea of using LED lighting as an
active element for measuring color has been widely developed [12-16]. In [16], for example, one of the simplest
approximations is presented. In this, an LED and a photo-diode are used to determine the color of a surface con-
sidering its reflectance; the method is novel and really economical, however, it only can differentiate between
8 colors. In [15], a low cost system is presented that uses RGB LED as active element for the analysis of mix-
tures of five common food dyes. In this case the analysis process is based on the estimation of the absorbance
of the mixtures; similar work had been previously developed [17, 18]. Currently, more complex systems have
been implemented, in which multispectral sources are constructed using LED illumination [10, 19-21] in order
to measure color. Many of these focus only on the final implementation (color), and base the selection of bands
on human perception criteria, and although the final implementation can be reduced, material information can
be sacrificed; and this is one of the reasons why this work focuses on the reflectance function, without ignoring,
but without distinguishing a particular application. Given their versatility and spectral stability, LEDs have also
been used to reconstruct other illuminants (reconstruct specific spectra) [22, 23] and to develop applications in
medicine [24] where the source is used to improve perception. In [23], a work is presented where a hyperspectral
source is developed that operates between 400 and 700 nm with 31 bands. Its purpose is to rebuild standard
illuminants. The results are good and show another possible application for the source developed in our work
that although it has only 23 bands, is of greater power, which allows a better resolution with low-cost detectors
and large area samples.

In this work, we present a method that uses a monochromatic camera and a group-controlled high power
LED array with 23 bands to measure reflectance on a flat surface. The method was tested with a 24-patch Color
Checker Passport. The results show that an error of less than 22% can be reached in the worst case and less than
9% for 87% of the samples. Additionally, calibration methods have been developed, which will be useful in other
applications. The aim of this work is to develop methods to estimate the reflectance of flat Lambertian surfaces,
which are inexpensive and allow distributed measuremenst on the surface to perform color measurements or
material characterization.
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5.3. MATERIALS AND METHODS
5.3.1. LED SOURCE

The most important element in this chapter, is the selection and characterization of the hyperspectral LED
source. For this, initially, LEDs were selected and characterized by the market, and later they were searched
with specialized suppliers, in such a way that they help to cover the visible spectrum in the best way while main-
taining a low cost. Itis important to clarify that part of the contribution of the method presented in this work is to
prove that the estimation can be done without a uniform distribution (in wavelength), which usually represents
a high cost even in LEDs. The spectra of the 23 types of LEDs used in this work are shown in 5.1, are low-cost,
commercially available, individually characterized and selected, all are 3W (power consumed) And it was neces-
sary to use an external current control system in order to maintain a uniform emission power. Additionally the
LED array must be coupled to a dissipation and cooling system to maintain wavelength stability.

Bands

500 600 700
Wavelength [nm]

Figure 5.1 SPD LED hyperspectral source
In figure, 5.2, the x, y coordinates of the LEDs in the CIE 1931 color space are shown with black dots. It
can be seen that a good mapping of the region is made, the values in the space margin represent the LEDs that

are associated with only one of the human photopical responses (observer curves), the other points are those
representing overlapping combinations in at least two of three the observer’s curves.

CIE 1931

0 02 04 06 0.8
X

Figure 5.2 CIE 1931 - LED
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In table 5.1 the values characterized for each type of LED are presented. As previously was mentioned, 23
LED types were used, the WL FAB column represents the wavelength defined by the manufacturer, the WL MES
column, the wavelength measured in the laboratory under stable conditions, BW measured bandwidth, E power,
V the barrier voltage and I the control current to maintain the emission of all the uniform bands. In the table 5.1
values are highlighted where the difference between the manufacturer wavelength and the measurement were
distant. Since the bandwidths are variable, the total area was considered, not just the emission peak to calculate
the reflectance at each point.

Table 5.1 LED characterization

WL FAB | WL MES BW E \Y% I
[nm] [nm] [nm] )] vVl | [A]
385.00 390.7 10.2 | 5.0843E-19 | 3.2 | 0.32
395.00 401.2 11.1 | 4.9513E-19 | 3.1 | 0.32
405.00 411.5 13.6 | 4.8273E-19 | 3.0 | 0.33
410.00 414.7 14.3 | 4.7901E-19 | 3.0 | 0.33
425.00 423.3 14.4 | 4.6928E-19 | 2.9 | 0.34
445.00 445.9 17.7 | 4.4549E-19 | 2.8 | 0.36
465.00 458.7 18.8 | 4.3306E-19 | 2.7 | 0.37
480.00 483.4 15.8 | 4.1093E-19 | 2.6 | 0.39
497.50 500.6 25.3 | 3.9681E-19 | 2.5 | 0.40
505.00 503.5 24.1 | 3.9453E-19 | 2.5 | 0.41
522.50 519.3 28.8 | 3.8252E-19 | 2.4 | 0.42
530.00 524.3 26.7 | 3.7888E-19 | 2.4 | 0.42
550.00 549.6 35.2 | 3.6143E-19 | 2.3 | 0.44
570.00 575.3 13.2 | 3.4529E-19 | 2.2 | 0.46
591.00 594.0 13.3 | 3.3442E-19 | 2.1 | 0.48
627.50 603.1 13.9 | 3.2937E-19 | 2.1 | 0.49
602.50 607.0 20.6 | 3.2726E-19 | 2.0 | 0.49
597.50 617.4 14.2 | 3.2174E-19 | 2.0 | 0.50
640.00 637.6 14.1 | 3.1155E-19 | 1.9 | 0.51
660.00 663.4 14.5 | 2.9943E-19 | 1.9 | 0.54
700.00 696.1 15.2 | 2.8537E-19 | 1.8 | 0.56
730.00 7249 27.6 | 2.7403E-19 | 1.7 | 0.58
760.00 756.0 20.7 | 2.6276E-19 | 1.6 | 0.61

5.3.2. COLOR CHECKER

The color checker is a color palette with 24 samples arranged in 4 rows. The reflectance of the samples are known,
allowing to use it as a reference standard. In figure 5.3 the distribution of the colors is shown, correspond to a
photo of the color checker used in this work.
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Figure 5.3 Color Checker Passport
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5.3.3. EXPERIMENT DESCRIPTION
In Figure 5.4 the explanatory diagram of the proposed experiment is presented and its parts are described below:

1.

Initially a capture in total dark of the detector is realized to know the dark noise and the necessary correc-
tions are applied to validate the quality and operation of the camera (uniformity and bad pixels)

Then, 23 matrices were built each of 6 LED’s where each matrix contains LED’s with the same wavelength
or its variation is less than 4 nm, they can be identified in (2)

. A monochroatic camera is located in the center of the LED array and is connected via USB to a desktop

computer (4). The camera parameters are controlled manually and are kept static for all the captures of
the experiment

At the base of the system, at 0.35 m from the camera, the Color Checker is placed in order to occupy the
area of vision and the radiation emitted by the LEDs is enough so that when reflected, it is detected by the
pixels of the camera

The LED’s for each wavelength. The purpose is to adjust the power so that the reading in static conditions
of the camera for the white patch is 254 in digital value, ie, the patch with higher reflectance is about to
saturate the photodetector. This process is automatic, the patch is previously segmented to be measured
and to vary the response of the controller (3).

After balancing the power in the previous number, 5 frames are acquired for each wavelength, stored and
labeled, in each frame not saturation at the sensor is verified

Finally, an arithmetic average of the 5 frames corresponding to each wavelength is made, then the 24
patches are segmented in each averaged frame, and 8 points of each patch are taken. This digital value
corresponds to the reflectance ratio of the respective patch, to the reflectance of the white patch (254 in
digital) at the wavelength of the frame, with this information the reflectance curves are reconstructed

Figure 5.4 Experiment description
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5.4. RESULTS AND DISCUSSIONS

In Figure 5.5, 23 images acquired with the monochromatic camera FL3-U3-13Y3M-C are shown after being ad-
justed with the target response and convoluted with a media filter. Each image corresponds to the response
when the Color Checker is illuminated by a particular LED type (specific wavelength Table 5.1). The images
show changes due to the reflectance that each patch has at the wavelength with which it is radiated, the pur-
pose is to be able to obtain reflection values for the 24 patches in a single image. Additionally, an automatic
segmentation algorithm was developed that allows the process of separation of the patches.

(a) 390.7 (b) 401.2 (c) 411.5 (d) 414.7

(e) 423.3 (f) 445.9

(i) 500.6 (j) 503.5 (k) 519.3 (1) 524.3

(r) 617.4

(u) 696.1 (v) 724.9 (w) 756.0

Figure 5.5 Color Checker images
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In figure 5.6 the measured reflectances for each of the 24 patches are shown in blue and the estimated re-
flectances are shown in red, in the original matrix distribution but in the vertical position, P1 corresponds to the
patch brown and P24 to the black. The X axis is the wavelength and the Y axis the normalized reflectance, the
units are omitted to avoid reloading the figure.

:
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\
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Figure 5.6 Color Checker reflectance estimation
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Finally, in Table 5.2, the absolute reflectance estimation error is presented for each one of 24 Color Checker
patch curves. The Table has the standard Color Checker distribution, (R1, C1) is the brown and (R4, C6) is the
black. It can be observed that the greatest error occurs in the black curve, due to its low reflectance and the
proximity to the minimum response threshold of the photodetector. It can also be observed that in 21 patches
the error is less than 9% which can be considered an acceptable response if the cost of implementation is taken
into account. The manufacturer does not offer specific reflectance curves but they are widely disseminated in
the literature and for the development of this work they were measured with a spectrometer.

Table 5.2 Error reflectance estimation

Cl1 C2 C3 C4 C5 Cé6

R1 | 0.0813 | 0.0343 | 0.0555 | 0.0894 | 0.0437 | 0.0400
R2 | 0.0870 | 0.0643 | 0.0508 | 0.0911 | 0.0580 | 0.0562
R3 | 0.1288 | 0.0810 | 0.0856 | 0.0652 | 0.0427 | 0.0653
R4 | 0.0254 | 0.0215 | 0.0214 | 0.0418 | 0.0802 | 0.2270

5.5. CONCLUSIONS

In this work a method was proposed that allows to estimate the reflectance of a flat surface using a hyperespectral
LED source of 23 bands that are not uniformity spaced. The results showed that the error is less than 9% for 21
patches of a Color Checker Passport and that it is acceptable as a low cost estimation method.

Since the presented method allows to estimate the spectral reflectance curve of the surface, it is possible,
from this one, to calculate the color perception of the same with different sources, this is one of the main pur-
poses of this work, aimed at reducing costs in the measurement of color and to have information that allows to
simulate the perception of surfaces to different sources of light.

In future implementations of the method, it is planned to construct the LED array in such a way as to allow
spatial availability of all LEDs so that the group switching procedure is not manual and the procedure can be
performed in a shorter time, not implemented in this work because the availability of LED cooling cells was
limited.

Another interesting variable to observe in future work is the relationship between the spectral location of the
LEDs and the error, ie, some regions have a higher density of LED bands and an error threshold could be defined
that would be used to reduce the number of bands, reducing the cost of implementation and the acquisition
time for a particular implementation.
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6.1. ABSTRACT

Color measurement is a fundamental process for the development of all industries where the quality control is
performed on the appearance of the same. As explained in the course of this manuscript, the color is dependent
on light and the reflection function, however, the standardized form of measurement requires widely controlled
conditions that complicate its implementation or require expensive equipment for this purpose. For this rea-
son, in this manuscript methods were presented to obtain the sensitivity of photodetectors, monochromatic
cameras, derived photometric measurements from RGB sensors and to obtain the reflectance function with a
hyperspectral LED source. All these methods are oriented to the training of an MLP, which can estimate the XYZ
value of a sample, even though it is exposed to an external disturbance, ie in the process of reflectance estima-
tion, the sample is exposed to the known hyperspectral source and to external sources, too, that the MLP is able
to compensate. The compensation is achieved by the low-cost RGB sensor, which estimates the CRI and GAI of
the disturbing source in the test space. The results show that the estimation error is below 1% for all cases and
that the error reduces to less than half in the MLP, with the help of the photometric indices. It is important to
note that the results of the feasibility of a low-cost color measurement system that could operate autonomously
with an error under a single external disturbance.
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6.2. MATERIALS AND METHODS

6.2.1. EXPERIMENT DESCRIPTION
In Figure 6.2 the explanatory diagram of the proposed experiment is presented and its parts are described below:

1. Initially, the characteristics of the camera are adjusted with the procedure described in 3. In addition to
this, with the process of guaranteeing or knowing the number of defective pixels, the regions where they
are, the level of uniformity and that the sensitivity of the camera adjusts to the manufacturer’s description.

2. The test surface is marked as (1); it is in the field of the monochromatic camera (5) and the hyperspectral
LED source (2). The reflectance function is obtained using the method described in the chapter 5. This
function delivers the reflectance value after being adjusted for each of the 23 previously described bands,
which feeds the MLP that estimates the color in the XYZ space. Figure 6.1 show example of reflectance
points and interpolation for 19 patch in Color Checker.

Reflectance
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Figure 6.1 Architecture of the implementation

3. In the experiment (6) a previously calibrated low-cost RGB sensor (chapter 2) is shown, which obtains the
light that disturbs the test surface and converts the information into CRI and GAI indices, as explained in
chapter 4. The purpose is to feed the MLP that performs the estimation of the XYZ space.

4. Finally, (8) is the MLP that collects the reflectance information (23 bands) and the estimated CRI and GAI
from the RGB sensor. The output of (8) is the color estimate in the XYZ space.

Figure 6.2 Architecture of the implementation
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6.2.2. CONSTRUCTION OF THE TRAINING SET

Given the need to feed the MLP with a high training set to perform the training and validation of the proposed
method, and that the error of the previous phases is known experimentally, an artificial set was constructed
for the MLP training of the experiment described in Figure 6.2 (8). For this we considered several elements.
The 41832 sources of the set A were used as perturbations. Reflectance functions were estimated from the Col-
orChecker functions. Each patch was combined with all patches, ie 24x24 reflectance functions were obtained.
Each reflectance function was disturbed with 200 different sources, randomly selected from the set of 41832
sources, previously described. A training set was constructed with 115,200 samples, where the reflectance func-
tions are represented by the error associated with the external light source disturbance. The CRI and GAI value
associated with the disturbance and the actual XYZ value for each sample. With this information the MLP that is
presented as final result in this work was trained.

6.3. RESULTS AND DISCUSSION

6.3.1. MODEL VALIDATION ERROR

In Figure 6.3 we see the training curve for the MLP and the output X (color space value). For the training, we
used two different input sets: Input 1, where the input of the MLP are the 23 reflectance values and, additionally,
the values of CRI and GAI, and Input 2, where the values of CRI and GAI are not taken into account. In addition,
2-layer and 3-layer MLPs were trained, as well as the number of neurons in each layer was varied between 3 and
18 for each of the XYZ channels. In total, 72 different architectures were trained. It was noticed that the error is
lower due to the use of the indices, which implies that they contribute significant knowledge to the system.
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Figure 6.3 Estimation Error X, Y
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In Figure 6.3, the error for the Y channel is observed, again the improvement in the performance because of
the use of the photometric indices is evident. It is important to clarify that this error comes from the validation
and is obtained with 30% of the samples of the training set, ie with 34 560 samples. Finally, in Figure 6.4 the error
for the Z channel is shown. The trend remains the same. The error of the MLP trained with Input 1 is always less
than half of the error of the MLP trained with Input 2.
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Figure 6.4 Estimation Error Z

In Table 6.1 the estimation error for each of the 72 architectures trained in this chapter is summarized. It can
be observed that the error using the photometric indices (CRI and GAl) is always lower, which means that they
provide information to the system, and that in the end the system presents robustness to external perturbations
in its main purpose of obtaining the standardized XYZ values of the surface.

Table 6.1 Trainning error XYZ estimation

H3 H6 H9 H12 H15 H18

Input 1 L2 | 1.8862 | 1.1026 | 0.7028 | 0.5872 | 0.4741 | 0.3764

X L3 | 2.2221 | 0.9991 | 0.5948 | 0.4547 | 0.3521 | 0.2715
Input 2 L2 | 3.8287 | 2.2707 | 1.5231 | 1.4035 | 0.9894 | 0.9392

L3 | 3.3387 | 2.4011 | 1.2597 | 1.0933 | 0.9301 | 0.9102

Input 1 L2 | 2.4137 | 1.1634 | 0.9065 | 0.7961 | 0.6062 | 0.4385

v L3 | 2.3655 | 1.0998 | 0.8484 | 0.6133 | 0.4504 | 0.3867
Input 2 L2 | 3.9905 | 2.4493 | 1.7131 | 1.5232 | 1.2298 | 0.9385

L3 | 4.1061 | 2.7091 | 1.4439 | 1.3097 | 0.9617 | 0.7653

Input 1 L2 | 2.2943 | 1.1489 | 0.8571 | 0.6831 | 0.5446 | 0.4425

7 L3 | 3.2513 | 1.3844 | 0.8091 | 0.5902 | 0.4355 | 0.3921
Input 2 L2 | 3.7762 | 2.4362 | 1.8726 | 1.5353 | 1.2119 | 0.9528

L3 | 3.6535 | 2.1118 | 1.7545 | 1.5106 | 0.9503 | 0.8666
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6.3.2. PAPER SAMPLES

Additionally, comparative tests were carried out with a sample of paper previously characterized and sampled
with a commercial colorimeter. Figure 6.5 shows the 8 available samples. The value measured by the colorimeter
was made with the standard of the observer of 2 and a source D50.
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Scan Color
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Scan Color
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Scan Color

e

Figure 6.5 Paper samples
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Table 6.2 show the error of estimation of the methodology proposed in this thesis. In table 6.2, XS, YZ and
ZS is the color of reference, XM1, YM1 and ZM1 color measured with halogen perturbation, XM2, YM2 and ZM2
color measured with LED perturbation. As it is observed the error is always lower than 0.03, the scale of the space

XYZ is normalized to 1.

Table 6.2 Measurement error

XS YS ZS XM1 | YM1 | ZzM1 | XM2 | YM2 | ZM2 | EX1 EX2 | EY1l | EY2 | EZ1
Red 0.38 | 0.23 | 0.1 036 | 0.21 | 0.08 | 0.35 | 0.20 | 0.09 | 0.02 | 0.03 | 0.02 | 0.03 | 0.02
Purple | 0.45 | 0.42 | 0.66 | 0.46 | 0.41 | 0.64 | 0.43 | 0.40 | 0.63 | -0.01 | 0.02 | 0.01 | 0.02 | 0.02
Yellow | 0.69 | 0.74 | 0.24 | 0.72 | 0.72 | 0.23 | 0.66 | 0.71 | 0.22 | -0.03 | 0.03 | 0.02 | 0.03 | 0.01
Pink 0.48 | 0.34 | 0.42 | 051 | 031 | 0.40 | 045 | 031 | 0.40 | -0.03 | 0.03 | 0.03 | 0.03 | 0.02
Blue 0.25 | 032 | 0.67 | 0.28 | 0.29 | 0.64 | 0.22 | 0.30 | 0.65 | -0.03 | 0.03 | 0.03 | 0.02 | 0.03
Skin 0.62 | 0.53 | 0.42 | 0.63 | 0.50 | 0.39 | 0.60 | 0.51 | 0.39 | -0.01 | 0.02 | 0.03 | 0.02 | 0.03
Green | 0.29 | 042 | 0.15 | 032 | 0.39 | 0.13 | 0.26 | 0.40 | 0.14 | -0.03 | 0.03 | 0.03 | 0.02 | 0.02
White | 0.85 | 0.89 | 1 0.88 | 0.87 | 097 | 0.82 | 0.86 | 0.99 | -0.03 | 0.03 | 0.02 | 0.03 | 0.03
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6.4. CONCLUSIONS
It was presented in this chapter that it is possible to develop a method for estimating the color value in the XYZ
space of a sample with an error lower than 1% even though the surface is exposed to external perturbations.

It was also shown that the mixture of methods and estimators allow to reduce the estimation error and since
all the tools used are low-cost, the proposed implementation would have industrial feasibility adjusting some
construction parameters.

In future work, it is proposed to make adjustments on the training with a larger set of samples, subject to
the availability of computer resources, to compare the final result of different architectures and evaluate the
over-adjustment on them.
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