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Arias and Guberney Muñeton, who, with patience, were able to help me in

everything I needed.

I would like to thank my director Juan Rafael Orozco and my co-advisor

Juan Camilo Vasquez, because thanks to them, the development of this work

was possible, who, with theirs advices and knowledge guided me and helped

me to understand that this academic goal could be achieved with a lot of

effort.

Finally, I am also grateful to the Faculty of Engineering that gave me the

Estudiante Instructor scholarship, since it covered most of my expenses in

the master’s program and gave me an economic support during all this time.

Also, thanks to the CODI UdeA, grant # PRG2020-34068.

1



Contents

1 Introduction 5

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 State-of-the-art . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1 Knowledge-based Detection (KbD) methods . . . . . . 7

1.2.2 Classic Machine Learning (ML) methods . . . . . . . . 8

1.2.3 Deep Learning (DL) methods . . . . . . . . . . . . . . 9

1.2.4 Works with YouTube Personality dataset . . . . . . . 10

1.2.5 Works with PAN-AP-2015 dataset . . . . . . . . . . . 11

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.1 General Objective . . . . . . . . . . . . . . . . . . . . . 12

1.3.2 Specific Objectives . . . . . . . . . . . . . . . . . . . . 13

1.4 Research Problem . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.5 Contribution of the research work . . . . . . . . . . . . . . . . 14

1.6 Structure of the research work . . . . . . . . . . . . . . . . . . 14

2 Theoretical background 16

2.1 Pre-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 Pre-Processing of the data from YouTube . . . . . . . 17

2.1.2 Pre-Processing of the data from Twitter . . . . . . . . 17

2.2 Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 Word2Vec . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.2 Global Vectors (GloVe) . . . . . . . . . . . . . . . . . . 19

2.2.3 Bidirectional Encoder Representations from Trans-

formers (BERT) . . . . . . . . . . . . . . . . . . . . . . 20

2.2.4 Keras embedding layer . . . . . . . . . . . . . . . . . . 23

2.2.5 Word embedding models . . . . . . . . . . . . . . . . . 24

2.3 Learning methods . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.1 Support Vector Machine (SVM) . . . . . . . . . . . . 26

2



3 Contents

2.3.2 Support Vector Regression (SVR) . . . . . . . . . . . 27

2.3.3 Convolutional Neural Network (CNN) . . . . . . . . . 29

2.3.4 Recurrent Neural Networks (RNN) . . . . . . . . . . . 31

3 Databases 35

3.1 YouTube Personality dataset . . . . . . . . . . . . . . . . . . 35

3.2 PAN-AP-2015 dataset . . . . . . . . . . . . . . . . . . . . . . 38

4 Methodology 40

4.1 Validation methods . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.1 k-Fold Cross-Validation . . . . . . . . . . . . . . . . . . 41

4.1.2 Hold-out validation . . . . . . . . . . . . . . . . . . . . 41

4.2 Parameters optimization . . . . . . . . . . . . . . . . . . . . . 42

4.2.1 Parameters optimization for SVR and SVM . . . . . . 42

4.2.2 Parameters optimization for CNN and LSTM . . . . . 42

4.3 Performance metrics . . . . . . . . . . . . . . . . . . . . . . . 43

4.3.1 Metrics used for Regression . . . . . . . . . . . . . . . 43

4.3.2 Metrics used for Bi-class Classification . . . . . . . . . 45

4.3.3 Metrics used for Tri-class Classification . . . . . . . . . 47

5 Experiments 49

5.1 Data distribution and statistical analyses . . . . . . . . . . . 49

5.1.1 Data distribution . . . . . . . . . . . . . . . . . . . . . 49

5.1.2 Statistical analyses . . . . . . . . . . . . . . . . . . . . 52

5.2 Classification and regression experiments . . . . . . . . . . . 53

5.2.1 Experiments with classical machine learning methods . 53

5.2.2 Experiments with deep learning methods . . . . . . . 53

6 Results and discussion 56

6.1 Results with classical machine learning methods . . . . . . . . 56

6.1.1 Results with the English dataset from YouTube Per-

sonality . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.1.2 Results with the Spanish dataset from YouTube Per-

sonality . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.1.3 Results with the English dataset from PAN-AP-2015 . 73

6.1.4 Results with the Spanish dataset from PAN-AP-2015 . 82

6.2 Results with deep learning methods . . . . . . . . . . . . . . . 89



4 Contents

6.2.1 Results with the English dataset from YouTube Per-

sonality . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.2.2 Results with the Spanish dataset from YouTube Per-

sonality . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2.3 Results with the English dataset from PAN-AP-2015 . 113

6.2.4 Results with the Spanish dataset from PAN-AP-2015 . 125

6.3 Graphical summary of the best results . . . . . . . . . . . . . 137

7 Conclusions and future work 143

7.1 Conclusions about classical machine learning methods . . . . . 143

7.2 Conclusions about deep learning methods . . . . . . . . . . . . 144

7.3 General conclusions and future line of work . . . . . . . . . . . 145

List of Figures 150

Bibliography 158



Chapter 1

Introduction

1.1 Motivation

Personality plays an important role in human interaction and it is defined as

the combination of several behavioral characteristics, emotions, motivation,

and thinking patterns of an individual [1], [2]. Personality not only reflects

the consistent patterns of behavior, thinking and interpersonal communica-

tion, it also influences important aspects of life, including happiness, motiva-

tion to address tasks, preferences, emotions and mental-physical health [3],

[4]. The automatic analysis of personality has gained attention and has grown

a lot in the lasts years, so there exist different fields of application connected

to it, including health and education [5]. In marketing, automatic personality

modeling enables the prediction of preferences to improve the effectiveness in

recommendation systems [6], [7]; in sentiment analysis, opinion mining and

author profiling [8]; and even the analysis of marital happiness [9]. All of the

above can be achieved by obtaining predictions in a more agile, fast and reli-

able way through artificial intelligence models that can help researchers and

service providers to improve the personalized offer of products and services.

Researchers in psychology have studied how individuals differ, trying to

find a general method to classify human behavioral traits into different cate-

gories. One of the most widely used models for automatic personality analysis

is the Big Five model, also called the OCEAN model [10]. According to it,

personality is assessed by five dimensions described as follows: Openness

to experience: creative, curious vs. rigid, closed-mind; Conscientiousness:

efficient, self-disciplined vs. lazy, irresponsible; Extraversion: sociable, ener-

getic vs. shy, quite; Agreeableness: friendly, cooperative vs. selfish, unkind;

5



6 1.1. Motivation

Neuroticism (the opposite of Emotional stability): insecure, nervous vs. sta-

ble, confident.

Traditional methods of personality assessment through questionnaire re-

search or interviewing experts are expensive and less practical in cyberspace.

In addition, it also has limitations in terms of participant recruitment, feed-

back efficiency and resource consumption [11]. For this reason, recent re-

search has been focused on personality recognition using texts available on

the web, especially on text from social media. However, since most ap-

proaches found in literature review focus on linguistic features that rely heav-

ily on human intervention (e.g. dictionary-based features) and do not seem to

take full advantage of the rich information in texts; the results obtained from

most methodologies can be improved if they are allowed to use contextual

information and models that can deal with it automatically, without relying

on humans using dictionaries. Therefore, much can be contributed to the

task of personality recognition by taking into account contextual informa-

tion and word order to capture meaningful syntactic and semantic features

when modeling user texts, since, according to the work done in [12], open vo-

cabulary methods (such as those considered in this work - Word2Vec, GloVe,

BERT, BETO), instead of relying on a prior judgment of words or categories,

are based on the extraction of a complete collection of linguistic and contex-

tual features from the text. These methods characterize the sample text

through uncategorized single words, multi-word phrases, and semantically

related word clusters identified by unsupervised methods.

Apart from the aforementioned, in most of the works that consider ma-

chine learning methods for personality assessment through user-generated

content, ground-truth labels are usually obtained by asking the participants

to take a survey that measures the personality traits of the Big Five model.

This approach is a costly and time-consuming task, and faces privacy is-

sues. This is why there is a bottleneck in the study of language models

to perform personality prediction, which is reflected in the scarcity of large

datasets appropriately labeled. Now, on the other hand, due to the scarcity

of works considering languages other than English, there is a growing inter-

est in the scientific community to develop automatic personality models in

other languages as for example in Brazilian Portuguese [13], Italian [8], [14],

Dutch [15], [16] and Spanish [8], [17]–[21]; in order to generate personality

models and to take a step forward in the automatic evaluation of customer

preferences according to their traits and also to support the processes fol-
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lowed to design new products and services.

1.2 State-of-the-art

The study of systems that allow automatic personality recognition has gained

attention in the last decade. After a detailed study of the state of the art,

the methods that have been used can be divided into 3 types: 1) Knowledge-

based Detection (KbD) methods, which use a combination of Keyword-Based

methods and affective emotion lexicons. 2) Machine Learning (ML) methods

and 3) Deep Learning (DL) methods. Before explaining some of the works

based on the aforementioned methods, it is important to highlight which

databases have been most commonly used. First, it is the James Pennebaker

and Laura King’s essay dataset [22], which consists of 2468 essays written by

college students about their daily life and their thoughts, labeled with the Big

Five traits. The MyPersonality dataset [23], which consists in approximately

10K status updates written by 250 Facebook users and five binary labels for

personality traits in the OCEAN model. Another dataset consists of Twit-

ter data [8], [24], which includes status updates, demographic information

of the users (such as age and gender) and personality labels. Finally, there

is the YouTube Personality dataset [25] that includes the transliterations of

YouTube video blogs (vlogs) that were tagged with the Big Five personality

scores using crowdsourcing, where participants talked about different top-

ics such as personal issues, food and movies. The revision presented below

shows not only works according to the methods they use, but also includes

a couple of sections showing which are the most relevant works based on the

aforementioned corpora.

1.2.1 Knowledge-based Detection (KbD) methods

Within the KbD methods, Fabio Celli et al. [14] presented personality mod-

els and classified the 5 personality traits of the OCEAN model. The authors

used a corpus that consists of posts from status updates provided by a total

of 748 users of the social network FriendFeed. Different linguistic features

were considered including punctuation marks, commas, first person singu-

lar pronouns, negative adverbs, parenthesis, positive and negative emotions,

prepositions and pronouns, among others. The authors reported an average

accuracy of 63.1% for the OCEAN traits. In [26], the authors classify also
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the traits of the OCEAN model using MyPersonality dataset. The presence

or absence of each trait was labeled with a binary variable. The reported

average accuracy was 64% when using semantic similarity measures based

on the WordNet ontology and National Research Council Canada (NRC) af-

fect lexicon, taking into account also morphological information like the use

of nouns, adjectives, verbs and adverbs. In a similar work, [13], using Bag

of Words (BoW), Psycholinguistics (obtained with Linguistic Inquiry and

Word Count - LIWC toolkit), Word2Vec (Continuos BoW and Skipgram

embedding models with size 600), Doc2Vec and LSTM-600 (Keras embed-

ding model) features; they develop a system that recognizes the personality

of 1039 Facebook Brazilian users with the implementation of Random For-

est (RF) classifier. They obtained a highest F1-score percentage of 61% for

extraversion trait and a average F1-score of 58.4% for the five traits. They

conclude that no single model is capable of providing the best results for

all five classes; which may suggest that not all personality traits are equally

accessible from text. They also notice that the models based on word em-

beddings seem to outperform those based on lexical resources.

1.2.2 Classic Machine Learning (ML) methods

Regarding ML methods, in the work of Daniele Quercia, et al. [27], they

predict the 5 personality traits of 335 Twitter users performing a regression

analysis with a 10-fold cross-validation with 10 iterations using the Decision

Trees (DT) algorithm. The authors used social network features such as the

number of profiles the user follows (following), number of followers, num-

ber of times the user has been listed in others’ reading lists and measure

the performance of their system with the Root Mean Square Error (RMSE),

where the average result for the five traits was RMSE=0.79, and the lowest

RMSE value was RMSE=0.69 for the openness to experience trait. In an-

other work, [28], they make use of the Term Frequency - Inverse Document

Frequency (TF-IDF) feature and the Naive Bayes (NB), K-Nearest Neigh-

bors (KNN) and Support Vector Machine (SVM) classifiers for the task of

personality classification in texts from social networks such as Facebook (250

users) and Twitter (40 users), obtaining the following results: for Facebook

data, they achieved 60% average accuracy while for Twitter texts, the aver-

age accuracy is up to 65%. Similarly, in [11], they analyze some of the data

from MyPersonality dataset and measure the performance with the F1-score.
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They use the following classification methods: KNN, NB and DT with dif-

ferent groups of features, among which are time features (e.g. frequency of

status updates per day), social network features (e.g. network size), NLTK

features (e.g. frequency of adjective), statistics features (e.g. the time of

first status posted per day), text style features and TF-IDF-based psycho-

logical features. They find that TF-IDF-based psychological features and

text style features are helpful for classifying personality traits. The results

also show that the Particle Swarm Optimization (PSO) algorithm can ex-

tract better combination of features, which contributes to high performance

on their model, and the best F1-score value of the personality recognition

has reach up to 79% for openness to experience trait using KNN classifier

and an average F1-score of 74% for the five traits.

1.2.3 Deep Learning (DL) methods

Among the DL methods is the work of Navonil Majumder et al. [29], where

the James Pennebaker and Laura King’s essay dataset [22] were studied.

They trained with document-level stylistic features (e.g. word count and

average sentence length) and per-word semantic features (Word2Vec em-

beddings per word with size 300) different Convolutional Neural Networks

(CNNs) and Multiple-Layer Perceptron (MLP) as binary classifiers that pre-

dicted the corresponding trait to be positive or negative (presence or ab-

sence of the trait). They reached a highest accuracy percentage of 62.68%

for openness to experience trait and obtained an average accuracy percent-

age of 58.83% for the five traits. Related to text posts from Facebook, the

work done in [30] used five different sets of features: semantic feature set

extracted from a CNN-based deep neural network (which they call “Cnn”),

deep semantic features extracted from the RCNN-CNNs architecture (RCC),

another kind of document-level semantic feature vectors extracted through

the unsupervised Doc2Vec algorithm (D2V), their own deep semantic repre-

sentations (named “ARCC”) and Statistical Linguistic features (SL). They

implemented several machine learning methods and their best results were

the following: for openness to experience and agreeableness traits, they get

a Mean Absolute Error (MAE) of 0.358 and 0.386 respectively, consider-

ing only the ARCC feature set and making use of Support Vector Regres-

sion (SVR). For conscientiousness and extraversion traits, the MAE is 0.425

and 0.478 taking into account ARCC + SL feature sets and using Gradient
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Boosting Regression (GBR). For neuroticism trait, MAE is equal to 0.487

taking into account ARCC + D2V + SL features sets and using GBR as

well. Finally, the best average MAE (for the 5 traits) is 0.428, obtained

with ARCC + SL features sets and using GBR. In [31], they analyze the

essays from [22] using the pre-trained contextual embeddings obtained from

the Bidirectional Encoder Representations from Transformers (BERT) and

RoBERTa, and also using different linguistic features obtained with LIWC.

They tested with several types of neural networks: HCNN(Hierarchical CNN

model), ABCNN and ABLSTM, which represents CNN and Bidirectional

LSTM models with attention mechanism and also HAN, a Hierarchical At-

tention Network. They conclude that compared with LIWC-based models

and different Neural Networks (HCNN, ABCNN, ABLSTM), they improved

the performance approximately 2.5% for 5 traits on average using BERT

embeddings (agreeableness by 2.2%, conscientiousness by 2.8%, extraversion

by 2.5%, openness to experience by 3.1% and neuroticism by 1.6%). With

RoBERTa, they achieved the best accuracy percentages for four of the five

traits: 59.7% for agreeableness, 60.6% for extraversion, 65.9% for openness

to experience and 61.1% for neuroticism; and for the remaining trait, consci-

entiousness, the best accuracy percentage was of 60.1% with ABCNN neural

network.

1.2.4 Works with YouTube Personality dataset

Besides the studies mentioned above, there are works where transliterations

obtained from YouTube videos are considered as the input to the model to

evaluate different personality traits. As our work is focused on the automatic

evaluation of personality traits based on the transliterations provided in [25]

(see subsection 3.1 for more details) we are going to mention some works

related to this database. In [32], they considered each trait as a separate bi-

class problem (i.e., they performed the automatic classification of presence vs.

absence for each trait). Their model was based on uni-gram BoW and TF-

IDF features and the classification was performed with a Logistic Regression

(LR) classifier. The average F1-score reported for the OCEAN traits was

60.1%, and the highest value was obtained for the agreeableness trait (65.8%).

A similar study was presented in [33], where the best result was obtained with

Part-of-Speech (PoS) tagging features and the classification was performed

using an SVM for each trait separately. In this case, the authors reported an
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average F1-score of 60.2% for the five traits in the OCEAN model, and the

highest F1-score was 69.6% for agreeableness trait.

In [34], they considered transliterations from the same dataset and used

69-dimensional LIWC vectors to represent the texts; which consists of counts

the number of anger, sad, pronoun, positive emotion and negative emotion

words. The authors tested popular classification algorithms like SVM, MLP,

LR; and reported and average accuracy of 62.3% when they classified the

different traits of the OCEAN model. Later, in [35], the authors started to

approach the problem of personality detection based on unsupervised learn-

ing methods. The authors reported RMSE values of 0.68, 0.69, 0.89, 0.77,

and 0.69 for OCEAN traits respectively. More recently, also working with

unsupervised methods based on the skip-gram algorithm, the authors in [36],

reported MAE values of 0.58, 0.57, 0.72, 0.67, and 0.60 for the same traits.

In the same year, also working upon the same dataset with transliterations

from YouTube vlogs, the authors in [37] considered 300-dimensional embed-

ding vectors obtained from the GoogleNews Word2Vec pre-trained model.

The authors created a neural network architecture that combined convolu-

tional and recurrent layers to perform the classification of the traits. They

obtained an average F1-score of 54.7% for the OCEAN traits, with the high-

est percentage of F1-score of 71.9% for extraversion trait and the lowest of

40.3% for neuroticism trait.

1.2.5 Works with PAN-AP-2015 dataset

With respect to the database proposed in [8] (see more details in subsec-

tion 3.2), since these will be one of the datasets that we will use later on for

the experiments, we will mention some of the works performed with the En-

glish and Spanish language. The best result for personality traits estimation

in English was obtained by the work in [38], where they combined thematic

information features (obtained with Latent Semantic Analysis (LSA)) with

stylistic textual features (obtained with Second Order Attributes (SOA)) in

order to obtain relationships among terms, documents, profiles, and sub-

profiles. They used algorithms based on SVM and LR, and obtained an

average RMSE value of 0.144 for the OCEAN traits. For each of the traits,

the RMSE values were 0.120, 0.117, 0.128, 0.131 and 0.225 respectively. Now,

the best result for the texts in Spanish was obtained by the work in [17]. In

this case, the authors used the 200 most frequent terms (words and punctua-
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tions) as features and used it to create personality models for each one of the

traits. They reported an average RMSE of 0.123 for the OCEAN traits and

for each one of the traits 0.111, 0.102, 0.137, 0.103 and 0.164 respectively.

Other works also related to PAN-AP-2015 dataset are the following:

in [18], where using stylistic features such as percentage of question sentences,

average sentence length, percentage of punctuations, percentage of comma,

among others; and machine learning algorithms such as NB, RF, SVM and

LR, they obtained for the OCEAN traits an average RMSE values of 0.231

and 0.212 for text in English and Spanish respectively. Similarly, in [19],

they use TF-IDF features based on LIWC dictionaries that includes words

related to linguistic dimensions (e.g., swear words), psychological processes

(e.g., anger words), relativity (e.g., verbs in the past and future tense), per-

sonal concerns categories (e.g., occupation such as job) and so on. To predict

the labels in the OCEAN traits, the authors used the Ensemble of Regressor

Chains Corrected (ERCC) multivariate regression model, which is a multi-

variate technique that allows to take advantage of the prediction result for

one personality trait to make a prediction for another. The reported average

RMSE value for English and Spanish was 0.171 and 0.182 respectively.

And finally, as a last work related to DL methods with data from Twitter,

in [39], where only analyzed the data in English, through different architec-

tures of CNNs, they predicted the five personality traits of the OCEAN

model. They use 25 and 50-dimensional pre-trained Global Vectors (GloVe)

word embeddings to represent the whole tweet as an image, where each tweet

was represented using a matrix X ∈ m×n, with m the maximum number of

words in the tweets and n the word embeddings dimension. They achieved

RMSE values of 0.148, 0.144, 0.158, 0.150, 0.212 for OCEAN traits respec-

tively, obtaining an average RMSE of 0.162.

1.3 Objectives

1.3.1 General Objective

To analyze, implement and evaluate machine learning and deep learning mod-

els that allow automatic personality evaluation in text signals making use of

Natural Language Processing techniques.
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1.3.2 Specific Objectives

✓ To explore and to adapt Natural Language Processing techniques that

allow the extraction of relevant features to distinguish personality traits

in texts.

✓ To study and to implement different methods of machine learning and

deep learning that allow the automatic recognition of personality based

on the previously described features.

✓ To measure and to evaluate the performance of the automatic person-

ality recognition system using standardized metrics according to the

literature.

1.4 Research Problem

Given the works mentioned in section 1.2, and also taking into account that

personality is a trait that can be effectively modeled by different biosignals

including facial expression, speech, language and others; this work is focused

on extracting information from language signals to model personality accord-

ing to the big-five criteria defined on psychology, with the caveat that, due

to the nature of the two databases taken into account, the personality trait

Emotional Stability was considered since both databases originally come with

this label instead of the label for the Neuroticism trait (remember that, as

mentioned in section 1.1, the trait Emotional Stability is the opposite trait

of Neuroticism, which would mean that a high score in Emotional Stability

would imply a low score in Neuroticism; and vice versa). In order to optimize

the time, and decrease the resources needed to perform the personality evalu-

ation, we intend to develop a system that allows to automatically recognize a

person’s personality through text signals. The idea is that, based on different

types of vector representation of the texts that capture syntactic and seman-

tic relations, known as word embeddings, each text can be characterized as a

fixed (based on statistics from embeddings) length dimension vector, so that,

later, using techniques of machine learning and deep learning systems, each

one of the traits of the Big Five Model can be estimated automatically and

also to classify the level of presence of the traits in the text.
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1.5 Contribution of the research work

According to the literature review, there is a lack of works in the field of au-

tomatic personality recognition based on machine learning or deep learning

models using word embeddings that do not rely on dictionaries or lexicons

that are highly dependent on human intervention. Similarly, there is a lack

of works using texts in a language other than English. This study is fo-

cused on the use of natural language processing techniques that allow the

extraction of word embeddings that are useful for the estimation of the 5

personality traits defined in the OCEAN model of psychology (remember

that the Emotional Stability trait is considered instead of the Neuroticism

trait) in two languages: English and Spanish. The main contribution of this

work includes: 1) different experiments are explored: i) regression methods,

to predict the personality scores on the traits, classification methods, such

as ii) two-class classification: weak vs. strong presence of each trait, and iii)

three-class classification: low vs. medium vs. high presence of each trait; 2)

implementation of word embeddings based on classical methods: Word2Vec

and GloVe as well as word embeddings based on state-of-the-art methods

such as BERT and BETO to train machine learning methods; 3) use of deep

learning methods that allow to extract word embeddings from texts and

train the embeddings layer from scratch or use pre-trained embeddings to

improve the performance of the architectures; and 4) evaluation of the dif-

ferent methods in Spanish language taking into account text signals coming

from YouTube and Twitter.

1.6 Structure of the research work

Chapter 2: Describes the methods used for the estimation of personality

traits. In addition, it describes models based on natural language processing

techniques that allow characterizing texts and predicting the scores for the

traits belonging to the OCEAN model.

Chapter 3: Contains information about the databases used in this work:

transliterations of YouTube videos and Twitter posts. It also includes infor-

mation about the labels on each of the five traits of the OCEAN model.

Chapter 4: Describes the methodology implemented for the evaluation of

personality traits. It also includes the methods of validation and optimization

of parameters, as well as the explanation of the metrics used to measure the
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performance of the models.

Chapter 5: Contains the explanation of data distribution and statistical

analyses. Also, in this chapter we describe the details of the experiments

performed in this work.

Chapter 6: It presents the results obtained for the different experiments. It

also shows the performance of the models in English and Spanish language,

taking into account machine learning and deep learning methods.

Chapter 7: It includes the conclusions based on the analysis of the results

obtained in this work and mentions the line of future work.



Chapter 2

Theoretical background

Humans have learned to communicate through some form of language,

whether by text or voice. Now, in order to perform human-computer in-

teractions, computers need to understand the natural languages used by

humans. Natural Language Processing (NLP), which is a field of artificial

intelligence, is concerned with enabling computers to analyze, understand,

manipulate and process natural languages in an intelligent and useful way.

In a general way, the NLP steps that we took into account consist of: i)

data pre-processing, ii) feature extraction and iii) training and optimization

of classical or deep machine learning models.

Data pre-processing consists of a data mining technique that allows trans-

forming raw data into an understandable format; in other words, it is the

process that allows eliminating non-relevant information (noise) so that the

model can learn. Feature extraction consists of representing texts in their

equivalent numerical form so that syntactic and/or semantic relationships

are preserved, so that this information can be entered into classical or deep

machine learning models, since similar to computers that only understand

binary digits of 0 and 1, such models tend to understand only numerical

vectors or matrices. Once the features are obtained, the idea is to train and

optimize a classical or deep machine learning models in order to gain knowl-

edge of the data and generate a prediction according to the labels or targets.

The following sections of this chapter will explain the theoretical details of

the techniques, algorithms and methods that were considered for the pre-

processing, feature extraction and training/optimization of the classical or

deep machine learning models.

16
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2.1 Pre-Processing

The first step to achieve the objective of the automatic personality evaluation

through texts signals, consists in cleaning and standardizing the texts to

avoid noise and getting them ready for analysis; so that once they are ready,

the feature extraction can be implemented.

2.1.1 Pre-Processing of the data from YouTube

In the transliterations that come from YouTube videos, there were words

like “xxxx”, “um”, “uh”, which were removed since they were only words to

anonymize the data and also proper to the transcription to make it as reliable

as possible. In English language, the steps to pre-process the data are: all

the text is converted to lower case, then, all the punctuation present in the

text is also removed, same for the numbers and non relevant information for

the context, such as stopwords (meaningless words such as articles, pronouns,

prepositions, etc), and finally, given the fact that there are multiple repre-

sentation for a single word, it was necessary to standardize the words in an

equal representation, so Lemmatization was applied to transform the words

into their root form. In Spanish language, the procedure is very similar than

in English, only that an extra process is added before removing stop words,

which consists of removing accents (very common in Spanish).

2.1.2 Pre-Processing of the data from Twitter

The pre-processing of the data in this case is very similar to the previous one,

only with some differences. In this case, both for texts written in Spanish and

English, we proceed as follows: texts were lowercased and all hastags (#),

mentions (@), urls, punctuation marks, emojis and numbers were removed.

2.2 Feature extraction

This process consists of creating numerical representations for the texts that

allow to represent them in a vector space. The most typical techniques used

in the literature are Word2Vec, GloVe, BERT, BETO (a Spanish version of

BERT) and Keras Embedding Layer. All these techniques intend to create

word embeddings to represent texts. Embeddings are numerical vectors with
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a fixed length that keep information about coexisting words. Details of each

technique are presented below:

2.2.1 Word2Vec

Word2Vec allows to represent words as a vector in a multidimensional space,

where similar or related words are represented by nearby points. The model

considers a single hidden layer neural network whose values encode the word

representation. Such representation can be obtained using two methods:

Skip Gram and Continuous Bag of Words (CBoW) [40], [41]. The network

contains a hidden layer whose dimension is equal to the embedding size.

At the end of the output layer, a softmax activation function is applied

so that each element of the output vector describes the probability that

a specific word appears in the context. The input to the neural network

consist in vectors coded in the one-hot form, which is a vector with only one

target element as 1 and the others as 0. An example of one-hot encoding

representation is shown in Figure 2.1, where the vocabulary corresponds only

to the set of words describing pets, “Cat”, “Dog”, “Fish”, “Turtle”. As can

be seen in the right part of the image, for each of the words a 4-dimensional

vector is generated that corresponds to the one-hot encoding of the word.

Thus, one-hot vectors for words starting with “a” are expected to have the

target “1” at a lower index, while those for words starting with “z” have

the target “1” at a higher index. In the example mentioned above, the word

“Fish” would be encoded as the one-hot vector 0010.

Dictionary with
unique words

Cat

Dog

Fish

Turtle

One-hot encodding

Cat

Dog

Fish

Turtle

Cat Dog Fish Turtle

1 0 0 0

0

0

0

1

0

0

0 0

1 0

10

Figure 2.1. Example of one-hot encoding representation.

Figure 2.2 shows the structure of the network in Word2Vec for both

CBoW and Skip Gram methods. For CBoW method, the model takes the

context of each word as input and tries to predict the corresponding target
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word according to the context. For example, in the sentence “I have a cute

dog” the input would be “I”, “have”, “cute” and “dog”, while the output will

be “a”, assuming a window size (context) of 2. In the case of Skip Gram,

the process is very similar to CBoW, except that it exchanges input and

output, i.e. the input is the target word, while the outputs are the words

around the target word. For example, taking the same sentence mentioned

above and taking “a” as the target word, the input would be “a”, while the

output would be “I”, “have”, “cute” and “dog”, assuming that the size of

the window is still 2.

CBoW Skip Gram

Figure 2.2. Topology of models used in Word2Vec. W ∈ RV×N : weight

matrix that maps the input x to the hidden layer. W ′ ∈ RN×V : weight

matrix that maps the hidden layer outputs to the final output layer. x:

Vector in one-hot format, h: Hidden layer of N neurons. V : size of the

vocabulary. C: number of context words. Figure adapted from [42].

2.2.2 Global Vectors (GloVe)

GloVe is an unsupervised learning algorithm that allows to obtain vector

representations of words by capturing local and global statistics by studying

the co-occurrence of words in a corpus [43]. Given a corpus having V words,

the co-occurrence matrix X will be a V × V matrix, where the i-th row

and the j-th column of X, Xij, denotes how many times the word i has

co-occurred with the word j. Once X is created, the task is to generate the
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vectors in a continuous space for each word of the corpus. Vectors with a

smooth constraint will be produced for each pair of words (wi,wj):

w⃗i
⊺w⃗j + bi + bj = log(Xij) (2.1)

Where wi and bi are the word vector and bias respectively of the i-th

word, and wj and bj are the word vector and bias respectively of the j-th

word. In Equation 2.2 can be seen the weighted mean square loss function

J that GloVe implements, which minimizes the difference between the dot

product of the vectors of two words and the logarithm of their co-occurrence

value:

J =
V∑

i,j=1

f(Xij)(w⃗i
T w⃗j + bi + bj − log(Xij))

2 (2.2)

f(Xij) is a weighting function such that assigns lower weights to rare and

frequent co-occurrences values as can be seen in Equation 2.3.

f(Xij) =


(

Xij

xmax

)α

, if Xij < xmax

1, in other case.
(2.3)

Where xmax refers to the maximum co-occurrence value that the i-th word

has with the j-th and α is a hyper-parameter that controls the sensitivity of

the weights to increased co-occurrence counts.

2.2.3 Bidirectional Encoder Representations from Transformers

(BERT)

BERT makes use of the Transformer paradigm, an attention mechanism that

learns contextual relations among words (or sub-words) in a text [44]. In its

general form, a Transformer includes two separate mechanisms: an encoder

that reads the text input and a decoder that produces a prediction for the

task. BERT allows both left and right contexts to have influence in many

language representations that include word predictions [44]. To effectively

train a bidirectional transformer, BERT uses two techniques called Masked

Language Model (MLM) and Next Sentence Prediction (NSP).

The training process with MLM is as follows: (1) 15% of the words at

the input (wn) in each sequence are replaced with a named [MASK] token,
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with the aim to predict the original value of the masked words, based on

the context provided by the other non-masked words in the sequence; (2) a

classification layer is added on top of the outputs (On) of the Transformer

encoder; (3) the output vectors are multiplied by the embedded matrix w′

which columns are given by w′ in Figure 2.3, transforming them into the

vocabulary dimension, (4) the model computes the probability of each word

in the vocabulary with a softmax activation function. Figure 2.3 shows the

process.

Figure 2.3. MLM proccess when training BERT. Figure adapted

from [45].

Many important downstream tasks such as Question Answering (QA)

and Natural Language Inference (NLI) are based on understanding the rela-

tionship between two sentences, which is not directly captured by Language

Modeling [44]. To train a model such that understands sentence relation-

ships, authors of BERT pre-trained a binarized NSP task that can be trivially

generated from any monolingual corpus. NSP works in the BERT training

process using pairs of sentences. Let sentences A and B be the inputs. NSP

detects whether sentence B is next to sentence A in a document, and helps

the model to differentiate between two sentences. It works as follows: (1) A

[CLS] token is inserted at the beginning of the first sentence (in this case sen-
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tence A) and a [SEP] token is inserted at the end of each sentence (sentence

A and sentence B); (2) a sentence identifier is created to identify words from

both sentences A and B; (3) a positional embedding is added to each token

to indicate its position in the sequence; (4) the complete sequence is parsed

inside the Transformer; (5) a classification layer predicts the probabilities of

next sentence. Figure 2.4 shows how the processing of the sentences is per-

formed before being parsed inside the Transformer. When training the BERT

model, MLM and NSP are trained together, with the goal of minimizing the

combined loss function of the two strategies [45].

Figure 2.4. Example of BERT input representation using NSP. Figure

adapted from [44].

The Transformer architecture is composed of a stack of encoders and

a stack of decoders, where the encoders are composed of a Self-Attention

layer and a Feed-Forward Neural Network (FFNN). Encoders are identical

in structure and are connected to decoders, which include all the elements

present in an encoder, and additionally, they have an Encoder-Decoder At-

tention layer between the Self-Attention layer and the Feed Forward layer.

Figure 2.5 shows the architecture of the Transformer in BERT.
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Figure 2.5. Architecture of the Transformer used in BERT.T.E: Text

Embedding, S.E: Segment Embedding, P.E: Positional Embedding. Figure

adapted from [46].

2.2.4 Keras embedding layer

Keras provides an embedding layer that can be used for neural networks on

text data. This layer requires the input data to be encoded with integers, so

that each word is represented by a single integer. This layer also requires that

all individual documents have the same length. Therefore, shorter documents

are normally padded with 0 values.

The embedding layer (which is defined as the first hidden layer of a net-

work) is initialized with random weights and will learn an embedding for all

words in the training dataset. Four arguments must be specified: input dim,

which is the size of the vocabulary in the text data. For example, if the

data is encoded in integers with values between 1 and 100, the vocabulary

size would be 100 words. output dim: defines the size of the output vectors

of this layer for each word. input length: which corresponds to the length

of the input sequences. For example, if all documents are composed of a
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fixed length of 50 words, this would be 50. And finally, mask zero, which is

a Boolean value and indicates whether or not the input value 0 is a special

“padding” value to be masked. Since the value 0 is previously used to padd

shorter documents, the value mask zero should be set to True. The output

of the embedding layer is a 2D vector with one embedding for each word in

the input document.

This layer can be used in several ways, such as: 1) alone to learn a word

embedding that can be saved and used in another model. 2) it also can be

used as part of a deep learning model where the embedding is learned along

with the model itself. And finally, 3) it can be used to load pre-trained word

embedding models (for example Word2Vec and GloVe), which is a type of

transfer learning [47].

2.2.5 Word embedding models

Model training for Word2Vec and Glove

For English Language, pre-trained models were used with the python gensim

module [48]. In the case of Word2Vec, it was used the “word2vec-google-

news-300” model, which was trained with Google news, with a corpus of

around 100 billion words and has a vector dimension of 300 [49], [50]. For

GloVe, it was used the model “glove-wiki-gigaword-300”, which was trained

with the corpus “Wikipedia 2014 + Gigaword 5”, in this case, there are 5.6

Billion tokens and a vocabulary of size 400K and the vector dimension is also

300 [50], [51].

In the case of Spanish Language, we trained our own two models with

embeddings with dimension 300 using a machine with 256GB of RAM mem-

ory, 96 processing cores and making use of the python gensim module [52].

Both models (Word2Vec and GloVe) were trained with the Spanish language

Wikipedia 2018 Corpus, which contains approximately 709 million words [53].

For the Word2Vec model it was used Skip-Gram method and a window size

of 8. In the case of GloVe model, it was used a window size of 7 and a value

of α = 0.75, which is a default hyper parameter that controls the sensitivity

of the weights to increased co-occurrence counts. The choice of window size

and embedding dimension in this way is made because according to the state

of the art, these values in the parameters brings some of the best results in

similar tasks like the one we are addressing in this, which involves seman-

tic questions (typically analogies about people or places, such as “Madrid is



25 2.2. Feature extraction

to Spain as Berlin is to ?”) and also in tasks involving syntactic questions

(analogies about verb tenses or adjective forms, for example “play is to play-

ing as read is to ?”). We took into account a minimum count of 5 occurrences

for each word, to avoid not relevant words be included [43], [54].

Pretrained models for BERT and BETO

To obtain word embeddings based on BERT, we used the WEBERT

Toolkit [55], which is a Python tool typically used to obtain BERT embed-

dings in English and Spanish language. For BERT embeddings in Spanish,

the translated version to Spanish of the corpus named Multi-Genre Natural

Language Inference was used. The same framework was used to extract the

BETO embeddings, which is a pre-trained BERT model that used a Spanish

corpus named Spanish Unannotated Corpora [56]. Both BERT and BETO

embeddings are 768-dimensional, we took this dimension because, despite it

exists a large BERT model that brings 1024-dimensional embeddings, taking

large BERT model this would have taken more computational cost and a

direct comparison with BETO could not be made.

Because the word embeddings are calculated per word, and the texts cor-

respond to spontaneous narrations (which means that the number of words

is different for each subject), it was decided to obtain a fixed dimension vec-

tor for each subject. This was performed by taking six functional statistics

from the word embeddings: mean, standard deviation, skewness, kurtosis,

minimum and maximum. In summary, these are the resulting feature ma-

trices that we took into account: with respect to Word2Vec and GloVe

embeddings, each one with X ∈ Rn×1800; Fusion embeddings, which are

the simple concatenation of Word2Vec and GloVe embeddings, resulting in

X ∈ Rn×3600; and X ∈ Rn×4608 for BERT and BETO embeddings, where

n represents the number of samples (texts) in the considered database. For

example, n = 404 subjects for the case of YouTube transliterations, n = 294

subjects for the case of the English Twitter data, and n = 171 subjects for

the case of Spanish Twitter data.
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2.3 Learning methods

2.3.1 Support Vector Machine (SVM)

The goal of an SVM is to discriminate data samples by finding a separating

hyperplane such that maximizes the margin between classes. Soft Margin

SVM allows errors in the process of finding the optimal hyperplane. These

allowed errors are data samples located on the wrong side of the hyperplane

but within the optimal margin. An example of Soft Margin SVM is shown

in Figure 2.6.

Misclassified
point

Slack (error) variable ξ > 1

Hyperplane

Margin

ξ < 1

Support vector

Support vector

ξ = 0

w

b

Tw φ(x) + b = -1

Tw φ(x) + b = +1

Weights Bias

Tw φ(x) + b = 0

Figure 2.6. Soft-Margin SVM. Figure adapted from [57].

The decision function of a Soft Margin SVM is expressed according to the

Equation 2.4, where ξn is a slack variable that penalizes the amount of errors

allowed in the optimization process. yn ∈ {−1,+1} are the class labels,

ϕ(xn) is a Kernel Function to transform the feature space x into a higher
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dimensional space where a linear solution to the problem can be found. The

weight vector w and the bias value b define the separating hyperplane.

yn · (wTϕ(xn) + b) ≥ 1− ξn, n = 1, 2, 3, · · · , N (2.4)

The optimization problem for finding the hyperplane is defined in Equa-

tion 2.5, where the hyperparameter C controls the offset between ξn and the

margin width. The samples xn that satisfy the condition of equality in the

Equation 2.4 are called support vectors (xm).

minimize
w,b

1
2
||w||2 + C

∑N
n=1 ξn

subject to yn · (wTxn + b) ≥ 1− ξn

ξn ≥ 0

(2.5)

In this Work, the Gaussian kernel function is considered ϕ(xn) =

e−γ2||xn−xm||2 , where the hyper parameter γ is the kernel bandwidth. More

details about the process of optimizing an SVM with a kernel function can

be found in [58].

2.3.2 Support Vector Regression (SVR)

When SVMs are used for regression they turn into SVR. The main change

is that instead of predicting binary labels, a regressor is optimized to predict

a real value. In ε-SVR, the goal is to find a function f(x) that has at most

ε deviation from the actually targets yi for all the training data and at the

same time is as flat as possible [59]. When we are describing linear functions,

f(x) has the form:

f(x) = ⟨w,x⟩+ b (2.6)

Where ⟨·, ·⟩ denotes the dot product and b ∈ R. Flatness in 2.6 means

that one seeks a small w, which is obtained minimizing its norm, i.e. ||w||2 =
⟨w,w⟩. This problem could be write as a convex optimization problem:

minimize 1
2
||w||2

subject to yi − ⟨w,xi⟩ − b ≤ ε

⟨w,xi⟩+ b− yi ≤ ε

(2.7)
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The assumption in Equation 2.7 is that the function f(x) exists and the

convex optimization problem is feasible. However this is not always the case.

Thus, similarly to the soft margin SVM, one can introduce slack variables ξi
and ξ∗i to cope with otherwise infeasible constraints of the optimization prob-

lem in Equation 2.7. The resulting optimization problem is as follows [60]:

minimize 1
2
||w||2 + C

∑l
i=1(ξi + ξ∗i )

subject to yi − ⟨w,xi⟩ − b ≤ ε+ ξi

⟨w,xi⟩+ b− yi ≤ ε+ ξ∗i

ξi, ξ
∗
i ≥ 0

(2.8)

The constant C > 0 determines the trade-off between the flatness of f(x)

and the maximum allowed deviation ε. This corresponds to the so called

ε-insensitive loss function |ξ|ε, which is described as:

|ξ|ε =

 0 if |ξ| ≤ ε

|ξ| − ε; otherwise
(2.9)

Figure 2.7 illustrates the concept. Note that only points outside the region

between the dotted line (the “tube”) contribute to the cost. Deviations are

linearly penalized although it is possible to extend the SVR to nonlinear

functions [59], [61].

Figure 2.7. Linear SVR with ε-insensitive loss function. Figure adapted

from [59].
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2.3.3 Convolutional Neural Network (CNN)

The idea of a CNN model was firstly applied in the field of Image Recogni-

tion, where a picture can be transformed into a matrix, then, a convolution

operation is performed on the input data with the use of a filter or kernel

to then produce a feature map or also named activation map. The main

benefit of CNN is the learning of the kernels. For years, kernels (filters) were

designed by human to detect particular features (vertical edges, small spots,

etc). With the CNNs, the kernels are learned automatically and it is the

task of the network to select the more relevant values for the given task.

The convolution is executed by sliding the filter over the input. At every

location, a matrix multiplication is performed and sums the result into the

feature map [62]. This filter scans from two directions (left to right, and

from top to down). When the filter detects its feature on a subpart of the

image, the activation value will be high. A CNN is constructed of multiple

convolutional layers. After each layer, we end up with a feature map that will

be passed to the next layer. What happens with the aggregation of layers

is the following: simple features are extracted in shallow layers and complex

features can be captured in the deeper ones.

In NLP applications, the filter scans from top to down. Here, a dataframe

is prepared with one word in each row, and columns are filled up with features

generated from a word embedding model (normally using a Word2Vec model

or GloVe pre-trained model) [63]. Normally, the filter size can be set from

n = 2 to 5, where larger filter sizes are computationally more demanding.

As is shown in Figure 2.8, K2 to K5 represent each feature map produced

varying the filter size from 2 to 5. These feature maps are also known as

convolutional layers. After the convolution, one of the pooling methods (for

example, global max pooling) is applied to these feature maps. Global max

pooling consists in extracting the maximum value from each feature map to

produce a pooling layer, as can be seen in Figure 2.9.
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Figure 2.8. Example of 1D CNN architecture. Figure adapted from [64].
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Figure 2.9. Example of 1D Global Max Pooling.

The output of the pooling layer is flattened and then goes as input to

a fully connected layer to generate the output layer. In the output layer,

an activation function (normally an softmax activation function) is applied

before producing the predicted labels. So far, the layers are fully connected,

which might have the following two disadvantages: high computation time

and over-fitting. The drop-out technique is a common regularization tech-

nique to avoid these two disadvantages, and consists of preventing complex

co-adaptations on training data, ignoring (dropping) randomly selected neu-

rons during training. This can be done using a dropout value from 0 to 1,

where using a value of 0.20 will mean randomly ignore (drop) 20% percent

of the nodes (neurons) of the layer during the training of the model.
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2.3.4 Recurrent Neural Networks (RNN)

The Recurrent Neural Networks (RNNs) are different to the other Neural

Networks architectures because they incorporate feedback such that it intro-

duces memory into the net, which is really useful when the input corresponds

to a sequence such as in speech or language. The decision of a recurrent net

in a time step t is affected by the decision in a time step t− 1. Thus, RNNs

have two inputs, the present and the recent past. The networks will be

connected to their past decisions (feedback loop), having as input their own

outputs from previous moments. RNNs finds correlation with the events that

have occurred several moments ago. These correlations are called “long-term

dependencies”. In this case, language is full of words that depend upon the

previous word, as a feedback loop.

In Figure 2.10 the traditional model of an RNN is shown. On the left

side is the compact form of an RNN, which does not describe the temporal

character of the RNN in detail. On the right side its extended form: for a

record of the data set, xt, the input will be multiplied by a weight transition

matrix Wxh and will be added the value of the previous state ht−1 multiplied

by the weight transition matrixWhh. The previous expression (xt ·Wxh+ht−1 ·
Whh) will pass through a neuron that contains an activation function tanh(·)
(in green), with which we will obtain the value of the state ht. With this state,

we will obtain two possible functions, (1) we will be able to determine the

output zt, by multiplying the current state by the output transition matrix

Whz and going through the activation function softmax(·) (in blue), and (2)

the state ht will go to the next neuron for the next state computation ht+1,

repeating the process described above. Additionally, the red lines shows the

gradient path by the method of back propagation over time.
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Figure 2.10. Diagram of an RNN layer and its temporal expansion.

Figure adapted from [65].

RNNs use a method of back propagation over time for the optimization

of network parameters at the training stage. Because RNNs can propagate

errors in a long sequence of data, the error value will decrease layer by layer,

and will eventually vanish after t states. Therefore, neurons in the more

distant states will not contribute to the optimization of the RNN parameters.

Considering this weakness of RNNs, Long Short Term Memory (LSTM) units

were created to handle the problem of vanishing gradient that appears in

conventional RNNs. These architectures have been used for Deep Learning,

they have shown to improve results compared to traditional RNN, and have

also been used for activity recognition, emotion detection, among others.

Long Short Term Memory (LSTM):

Basic RNN architectures incorporate activation cycles with the previous net-

work inputs for decision making on the current input. A problem with basic

RNNs is the vanishing of the gradient over time. LSTMs extend the basic

RNN model and offer two main advantages: (1) they introduce the informa-

tion from the memory or cell, and (2), they remain stable with respect to

long input sequences, compensating for the problem of vanishing gradient.

LSTMs are commonly called memory units or ct cells, which have the same

inputs (ht−1 and xt) and the same ht output from a common RNN, but this

network has more control units for the flow of information. Additionally, it
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is regulated and controlled by four gates: The input gate it, the cell status

gate c̃t, the output gate ot and the forget gate ft, which implement read,

write and cell reset functions respectively.

In Figure 2.11, it can be observed the structure of an LSTM neural net-

work for a time t, where it, c̃t, ft and ot denote the control gates and⊗ denotes

a multiplication operation. Initially, the information flow starts with the cell

state gate c̃t, which takes an estimated value of what the new cell state may

be, multiplying the data xt and the previous state ht−1 with their corre-

sponding transition matrix Wxc and Whc and additionally they go through a

tanh(·) activation function. The input gate it with the data xt and ht−1 and

with the multiplication of transition matrices Wxi and Whi, and additionally

passing through an activation function sigmoid(·), maps the result between

values ∈ [0, 1], where 0 indicates the inhibition of the c̃t gate and 1 indicates

the total activation of the c̃t gate. The forget gate ft is activated with the

data xt and ht−1, with their respective matrices Wxf and Whf and passing

through a sigmoid(·) activation function, which inhibits or activates the state

of the previous cell ct−1. With the results of the previous gates, the value ct
of the cell can be estimated. The output gate ot with the data xt and ht−1,

with their respective matrices Wxo and Who and passing through a sigmoid(·)
activation function, modulates the state of the cell ct, enabling a new state

ht for subsequent cells. Finally, the output zt is determined by multiplying

ht by the output transition matrix Whz and passing through a softmax(·)
activation function.
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Figure 2.11. Structure of an LSTM unit with 4 gates: cell status gate,

input gate, output gate, forget gate. Figure adapted from [66].



Chapter 3

Databases

The details of the two databases used in this work are described below:

YouTube transliterations and Twitter statuses.

3.1 YouTube Personality dataset

This dataset consists of manual transliterations of audio-visual recordings

generated by 404 YouTube vloggers that explicitly show themselves in front of

a webcam talking about a variety of topics including personal issues, politics,

movies, and books. The corpus was originally presented in Biel et al. (2013).

There is no content-related restrictions in the videos and the language is nat-

ural, diverse and informal. The transliterations contain approximately 10K

unique words and 240K word tokens. The data is gender-balanced (52% fe-

male). The transliterations are originally produced in English Language and

the videos in the database were automatically labeled according to the five

traits of the OCEAN model. The labeling process was performed using the

Amazon Mechanical Turk [67] and the Ten-Item Personality Inventory [68],

giving values for the scores in the range [1.9 and 6.6]. Figure 3.1 shows his-

tograms with the scores assigned to each trait. Note that the corpus contains

the Emotional stability label instead of Neuroticism, which is its opposite

trait. Some statistical information of the scores in the traits is also provided

in Table 3.1.
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Figure 3.1. Histogram of the score in the 5 traits for YouTube database.

Table 3.1. Statistical information of the scores in the personality traits

for YouTube database.

Trait Min. T1 Med. T2 Max. Std.

Openness to experience 2.40 4.40 4.70 5.00 6.30 0.72

Conscientiousness 1.90 4.20 4.50 4.80 6.20 0.77

Extraversion 2.00 4.20 4.70 5.20 6.60 0.98

Agreeableness 2.00 4.40 4.90 5.10 6.50 0.88

Emotional stability 2.20 4.50 4.80 5.10 6.50 0.78

Med.: Median; Min.: Minimum; Max.: Maximum;

T1: 1st tertitle; T2: 2nd tertile; Std.: Standard deviation.

Since the data is originally in English and one of the goals of this work

is to evaluate the models with languages other than English, the translitera-

tions were automatically translated into Spanish using the TextBlob Python
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library, which internally uses the Google Translate API [69] to create the

database that we will call from now on “Spanish YouTube Personality

dataset”. Statistical information about the number of words per text for

both English and Spanish languages can be seen in Table 3.2; and the distri-

bution of the number of words before and after the preprocessing (described

in subsection 2.1.1) is shown in Figure 3.2.

Table 3.2. Statistical information of the number of words per text for

YouTube database.

Data Min. Med. Max.

English raw 24.0 466.0 2031.0

English pre-processed 17.0 233.5 1037.0

Spanish raw 24.0 443.5 1945.0

Spanish pre-processed 15.0 213.5 975.0

Med.: Median; Min.: Minimum; Max.: Maximum.

Figure 3.2. Histogram of the number of words per text for YouTube

database.
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3.2 PAN-AP-2015 dataset

The data from Twitter consist in the PAN-AP-2015 corpus [8], which is a

database with tweets in 4 different languages: English, Spanish, Italian and

German. In this work, we will focus on the texts in English (294 subjects in

total, 152 in the training set and 142 in the test set) and Spanish Language

(188 subjects in total). Because exploring the Spanish database we found

subjects with tweets in a language different to Spanish, we removed them

and a total of 171 subjects remained (92 subjects for the training set and 79

for the test set).

The corpus is balanced with respect to gender and has personality anno-

tations that consist in scores in the big five personality traits: extraversion,

emotional stability (the inverse of neuroticism), agreeableness, conscientious-

ness and openness to experience. Personality traits were self-assessed with

the Big Five Inventory (BFI-10) online test [70] and reported as standardized

scores between -0.5 and +0.5. Table 3.3 shows the number of instances per

language in both languages for the training and test sets, where each of the

subjects has approximately 100 Tweets.

Table 3.3. Number of instances for PAN-AP-2015 corpus in English and

Spanish language.

Training data Test data

Language # Subjects #Tweets # Subjects #Tweets

English 152 14152 142 13178

Spanish 92 9132 79 7729

Statistical information about personality trait scores for the two lan-

guages can be found in Table 3.4. Similarly, information about the number

of words per text after the pre-processing stage mentioned in 2.1.2 is found

in Table 3.5.
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Table 3.4. Statistical information of the scores in the personality traits

for Twitter database.

Trait English Spanish

Min. T1 Med. T2 Max. Std Min. T1 Med. T2 Max. Std

Openness to experience
Training -0.1 0.2 0.2 0.3 0.5 0.146 -0.1 0.1 0.1 0.2 0.5 0.155

Test -0.1 0.2 0.2 0.4 0.5 0.157 -0.1 0.1 0.2 0.2 0.5 0.135

Conscientiousness
Training -0.2 0.1 0.2 0.3 0.5 0.151 -0.2 0.2 0.25 0.4 0.5 0.188

Test -0.2 0.1 0.2 0.2 0.5 0.148 -0.2 0.2 0.2 0.3 0.5 0.169

Extraversion
Training -0.3 0.1 0.2 0.2 0.5 0.167 -0.3 0.1 0.2 0.2 0.5 0.177

Test -0.3 0.1 0.2 0.2 0.5 0.158 -0.3 0.1 0.2 0.2 0.5 0.199

Agreeableness
Training -0.3 0.1 0.1 0.2 0.5 0.158 -0.2 0.1 0.2 0.2 0.5 0.168

Test -0.3 0.1 0.2 0.2 0.5 0.152 -0.2 0.1 0.2 0.2 0.5 0.179

Emotional stability
Training -0.3 0.1 0.2 0.2 0.5 0.223 -0.3 -0.1 0.1 0.2 0.5 0.202

Test -0.3 0.0 0.1 0.3 0.5 0.230 -0.3 -0.1 0.1 0.2 0.5 0.209

Med.: Median; Min.: Minimum; Max.: Maximum; T1: 1st tertitle; T2: 2nd tertile; Std.: Standard deviation.

Table 3.5. Statistical information of the number of words per text for

Twitter database.

Data per subject Data per tweet

Data Min. Med. Max. Min. Med. Max.

English - Training 203 892 1607 1 9 30

English - Test 191 873 1784 1 9 32

Spanish - Training 645 1203.5 1644 1 12 32

Spanish - Test 278 1179 1898 1 11 31

Med.: Median; Min.: Minimum; Max.: Maximum.



Chapter 4

Methodology

A summary of the methodology implemented in this study is shown in Fig-

ure 4.1. In general terms, the procedure starts with the pre-processing of

the texts, which consists in noise removal and lexicon normalization (see

section 2.1 for details). Then, feature extraction process is performed (con-

sidering the features described in the section 2.2). Later, two automatic

learning approaches will be explored: (1) classical machine learning methods

and (2) deep learning methods, which were explained in section 2.3. The per-

sonality scores of the OCEAN model will be considered as the reference/gold

standard labels to be predicted. Since the methods for feature extraction,

classification and regression were presented in the theoretical background,

the following subsections will introduce the algorithms used in this work to

evaluate the performance of the proposed approaches.

Texts

Transliterations
from YouTube

Status from
Twitter

Normalize

Tokenize

Lemmatize

Noise
removal

Pre-processing

Word2Vec/GloVe

BERT/BETO

Keras Embedding
layer
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extraction

ML methods

DL methods
This is a example

1 3 42

LSTM
cell

Learning
methods

Open
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ExtrAgr

Emot

Label
prediction

Performance
evaluation

Figure 4.1. Block diagram of the methodology implemented in this study.

40



41 4.1. Validation methods

4.1 Validation methods

4.1.1 k-Fold Cross-Validation

For the optimization and validation of machine and deep learning methods

in the YouTube Personality dataset, we use the k-Fold Cross-Validation (CV)

technique. CV is a model validation technique to evaluate how the results

of a statistical analysis will be generalized to a set of independent data [71].

The purpose of CV is to test the ability of the model to predict new data that

was not used in the estimation, to point out problems such as overfitting and

give an idea of how the model will be generalized to an independent data

set. In the CV of k-divisions, also called k-Fold Cross-Validation, as it is

shown in Figure 4.2, the data set is divided into k mutually exclusive subsets

of approximately the same size, then the system is tested with each of these

divisions and finally, the performance will be the average of the performance

of each of these tests [71].

Figure 4.2. Diagram of k-Fold Cross-Validation technique.

4.1.2 Hold-out validation

Now, for the implementation of learning methods using the PAN-AP-2015

dataset, since it was previously divided into two sets: train and test, we used

the Hold-out validation technique to adjust the hyperparameters. Based

on Figure 4.3, the Hold-out validation method works in the following way:



42 4.2. Parameters optimization

1) the data set is divided into three parts: training data set, validation data

set and test data set; 2) different models are generated with the training

data set resulting from different combinations of the hyperparameters; 3)

the performance of each of these models is tested on the validation data set;

4) the optimal model is selected from the models tested on the validation

data set, which will have the optimal hyperparameters for the implemented

algorithm; and finally, 5) to measure the performance of the optimal model

on the test data set.

Dataset

Training set Test set

Training set Validation set Test set

Machine or Deep
learning algorithm 

Training, tuning 
and evaluation

Predictive model

Final performance
evaluation

Figure 4.3. Diagram of Hold-out validation technique for

hyperparameters tuning. Figure adapted from [72].

4.2 Parameters optimization

4.2.1 Parameters optimization for SVR and SVM

In this work, with respect to classical ML methods, we use the ε-SVR for

regression and the Soft-Margin SVM for classification. Gaussian kernels were

used for both tasks, and hyper-parameters C, γ, and ε are optimized through

a grid-search up to powers of ten in the range between [1×10−4 and 1×104].

4.2.2 Parameters optimization for CNN and LSTM

Now, with respect to DL methods, we implemented some architectures based

on CNNs and LSTMs. Due to the fact that in some cases there was overfit-
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ting, it was necessary to implement some regularization techniques such as

the use of L2 regularization and Dropout. As with the classical methods, in

this case a grid-search was used in order to find the optimal values for the

hyperparameters: learning rate, the value for L2 regularization and the value

for Dropout. The grid-search for the learning rate and for the L2 regulariza-

tion is given by powers of 10 in the range [1× 10−5 and 1× 10−3], while for

the dropout value, the grid-search is in the range [0.1, 0.3, 0.5].

4.3 Performance metrics

4.3.1 Metrics used for Regression

Pearson’s correlation coefficient (r):

The Pearson product-moment correlation coefficient or Pearson’s correlation

coefficient is a measure of the strength of a linear association between two

variables and it is denoted by r. Basically, a Pearson product-moment corre-

lation attempts to draw a line of best fit through the data of two variables,

and r indicates how far away all these data points are from this line of best

fit (i.e., how well the data points fit this new model/line of best fit) [73]. It

has the following characteristics: r ∈ [−1, 1], a value of r = 0 indicates that

there is no association between the two variables; a value r ≥ 0 indicates

a positive association, that means that if the value of a variable increases,

the value of the other variable also increases; and a value r ≤ 0 indicates

a negative association, which means that if a variable increases, the other

variable decreases. Pearson’s correlation coefficient is computed as follows:

rx,y =
σxy

σxσy

(4.1)

Where σxy is the covariance between x and y; σx and σy are the variance

of x and y respectively.

Spearman’s correlation coefficient(ρ):

Spearman’s rank correlation is a non parametric test that is used to measure

the degree of association between two variables. The Spearman’s rank cor-

relation test does not carry any assumptions about the distribution of the

data and it is the appropriate correlation measure when the variables are
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measured on a scale that is at least ordinal. It has the following character-

istics: its value ranges from -1 to +1 and has and advantage over Pearson

correlation which consist in find out nonlinear correlations between variables.

Spearman’s correlation coefficient, ρ, is defined as:

ρx,y = 1− 6
∑n

i=1 d
2
i

n(n2 − 1)
(4.2)

Where di is the difference in the ranges of x and y, and n is the number

of elements in x and y.

Mean Absolute Error (MAE):

MAE quantifies the difference between two continuous variables. MAE mea-

sures the average magnitude of the errors in a set of predictions without

considering their direction. It is the average over the test sample of the abso-

lute differences between prediction and actual observation (real value), where

all individual differences have equal weight. MAE is computed as is shown

in Equation 4.3.

MAE =
1

n

n∑
i=1

|yi − ŷi| (4.3)

Where yi corresponds to the actual value, ŷi to the predicted value and

n is the numbers of data samples.

Root Mean Squared Error (RMSE):

RMSE is a quadratic scoring rule that also measures the average magnitude of

the error. It is defined as the square root of the average of squared differences

between prediction and actual observation. RMSE is computed as is shown

in Equation 4.4.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (4.4)
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4.3.2 Metrics used for Bi-class Classification

Confusion matrix:

In general, when a process involving pattern recognition is performed, the

so-called contingency or confusion matrix is used. The performance of the

system is evaluated depending on the number of hits and the number of

misses in the classification stage of new data [74]. A confusion matrix for

two-class classification systems is shown in Table 4.1.

Table 4.1. Confusion matrix.

True class

Estimated class Class 0 Class 1

Class 0 TP FP

Class 1 FN TN

According to this matrix and taking class 0 as the target one, the following

terms are defined:

✓ True positive (TP): refers to the number (or percentage) of class 0

patterns that the system correctly classifies as belonging to class 0.

✓ False negative (FN): corresponds to the number (or percentage) of class

0 patterns that the system incorrectly classifies as belonging to class 1.

✓ False positive (FP): is the number (or percentage) of class 1 patterns

that the system incorrectly classifies as belonging to class 0.

✓ True negative (TN): is the number (or percentage) of class 1 patterns

that the system correctly classifies as belonging to class 1.

Accuracy (ACC):

This measure is the proportion of patterns correctly classified by the system:

ACC =
TP + TN

TP + FN + FP + TN
(4.5)
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Sensitivity (SEN):

Sensitivity indicates the system’s ability to detect reference class patterns.

For example, the percentage of sick people who are correctly identified as

carriers of the condition.

SEN =
TP

TP + FN
(4.6)

Specificity (SPE):

Specificity indicates the system’s ability to reject patterns that do not belong

to the reference class. For example, the percentage of healthy people who

are correctly identified as not having the condition.

SPE =
TN

FP + TN
(4.7)

Precision (PRE):

It refers to the proportion of positive results that are truly positive.

PRE =
TP

TP + FP
(4.8)

F1-Score (F1):

It is the harmonic mean of precision and sensitivity.

F1 =
2TP

2TP + FP + FN
(4.9)

Receiver Operating Characteristic curve (ROC):

The ROC curve is a graphical representation which shows the binary clas-

sifier performance, while its discrimination threshold is varied. Usually, y-

label are the True Positives (Sensitivity) and x-label are the False Positives

(1− Specificity). Figure 4.4 shows the derivation of a ROC curve (right) for

different threshold points in the probability distribution of the two classes

(left). From the distribution that is shown, the inevitable presence of false

regions is indicated. The placement of the line at the threshold, also called

Cutoff Value (CV) determines how the total error is distributed. By placing
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the CV at point E, there is a 0 FP rate and 0 TP rate (sensitivity). There-

fore, it has no applicable value, everyone is going negative. Also, at the other

extreme (point A), the sensitivity is 1 and the FP rate is close to 1. The

optimal balance is somewhere between points A and E, like point C, where

most of the two classes are receiving accurate results.

Figure 4.4. Distribution figure and ROC curve. CV: Cutoff Value, TPR:

True Positive Rate, FPR: False Positive Rate. Figure adapted from [75].

4.3.3 Metrics used for Tri-class Classification

Unweighted Average Recall (UAR):

It is the accuracy per class divided by the number of classes without consid-

erations of instances per class. It is also the mean of the recall values of all

the classes considered.

Cohen’s kappa coefficient (κ):

The Cohen’s kappa coefficient, is a robust statistic useful for reliability testing

among evaluators (degree of agreement among evaluators). Similar to some

correlation coefficients, it can vary from -1 to +1, where 0 represents the

amount of agreement that can be expected from a random opportunity, and

1 represents perfect agreement among evaluators. As with all correlation

statistics, κ is a standardized value and is therefore interpreted in the same

way in multiple studies [76] and is defined as:

κ =
po − pϵ
1− pϵ

(4.10)

Where po is the empirical probability of agreement on a label assigned to

any sample, and pϵ is the expected agreement when both evaluators assign
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labels at random. Cohen suggested that the result of κ be interpreted as

follows: κ ≤ 0 indicate no agreement, 0.01 ≤ κ ≤ 0.20 as no agreement at

all, 0.21 − 0.40 as fair, 0.41 − 0.60 as moderate, 0.61 − 0.80 as substantial,

and 0.81− 1.00 as near perfect agreement.
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Experiments

5.1 Data distribution and statistical analyses

5.1.1 Data distribution

As mentioned in previous chapters, the three main experiments in this work

are: experiments of personality trait estimation using regression systems; bi-

class classification experiments between weak presence and strong presence

of personality traits; and finally, tri-class classification experiments to classify

the presence of personality traits into 3 different levels: low presence (LP),

medium presence (MP), and high presence (HP).

For the regression systems, on the YouTube and Twitter databases, we

used the scores on each of the five traits of the OCEANmodel (remember that

the databases came with the scores for the emotional stability trait instead

of the neuroticism trait). Now, for the two-class and three-class classification

systems, the labels were constructed as follows: for the binary classification

scenario, the scores of each trait are divided around their median, i.e., sam-

ples with values below the median are considered to have weak presence of

the trait (codified as 0), while those above are labeled as strong presence

(codified as 1). This distribution criterion allows us to have a balanced num-

ber of samples per trait in most of the cases. The median threshold is shown

in Figure 5.1, Figure 5.2, and Figure 5.3 as a red dotted line. The distri-

bution of the data for the tri-class classification problem is according to the

tertiles of the scores distribution per trait. This strategy guarantees the bal-

ance among the three resulting subgroups. The distribution of these three

subgroups is shown in Figure 5.1, Figure 5.2, and Figure 5.3 as the three

49
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shadowed regions.

Figure 5.1. Score thresholds for the bi-class and tri-class classification

problems in YouTube Personality dataset. LP: low presence; MP: medium

presence; HP: high presence.

Figure 5.2. Score thresholds for the bi-class and tri-class classification

problems in PAN-AP-2015 English dataset. LP: low presence; MP: medium

presence; HP: high presence.
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Figure 5.3. Score thresholds for the bi-class and tri-class classification

problems in PAN-AP-2015 Spanish dataset. LP: low presence; MP: medium

presence; HP: high presence.

For both YouTube and Twitter datasets, the number of samples per class

and subgroup (two for the bi-class problem and three for the tri-class prob-

lem) are summarized in Table 5.1, Table 5.2 and Table 5.3.

Table 5.1. Number of subjects for Bi-class and Tri-class classification

problem in YouTube Personality dataset.

Number of subjects for

Bi-class problem

Number of subjects for

Tri-class problem

Trait
Weak

presence

Strong

presence

Low

presence

Medium

presence

High

presence

Openness to experience 203 201 135 148 121

Conscientiousness 209 195 146 132 126

Extraversion 209 195 144 137 123

Agreeableness 218 186 137 138 129

Emotional stability 203 201 136 137 131
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Table 5.2. Number of subjects for Bi-class and Tri-class classification

problem in PAN-AP-2015 English dataset.

Training data Test data

# Subjects Bi-class

problem

# Subjects Tri-class

problem

# Subjects Bi-class

problem

# Subjects Tri-class

problem

Trait WP SP LP MP HP WP SP LP MP HP

Openness to experience 50 102 50 39 63 47 95 47 46 49

Conscientiousness 73 79 35 65 52 69 73 29 40 73

Extraversion 73 79 32 41 79 69 73 28 41 73

Agreeableness 38 114 38 44 70 69 73 34 35 73

Emotional stability 66 86 47 19 86 51 91 39 51 52

WP: Weak presence; SP: Strong presence; LP: Low presence; MP: Medium presence; HP: High presence.

Table 5.3. Number of subjects for Bi-class and Tri-class classification

problem in PAN-AP-2015 Spanish dataset.

Training data Test data

# Subjects Bi-class

problem

# Subjects Tri-class

problem

# Subjects Bi-class

problem

# Subjects Tri-class

problem

Trait WP SP LP MP HP WP SP LP MP HP

Openness to experience 15 77 50 15 27 39 40 39 21 19

Conscientiousness 46 46 46 29 17 23 56 47 9 23

Extraversion 37 55 37 29 26 38 41 38 18 23

Agreeableness 39 53 39 35 18 33 46 33 26 20

Emotional stability 44 48 35 37 20 37 42 28 33 18

WP: Weak presence; SP: Strong presence; LP: Low presence; MP: Medium presence; HP: High presence.

5.1.2 Statistical analyses

Two statistical tests were performed. The first one is the Kruskal-Wallis

test regarding the feature matrices extracted per sample and trait. The

test was performed for the two scenarios: weak vs. strong presence of each

trait, and the three levels of manifestation of the traits (LP, MP, HP). The

second statistical test was χ2 tests for both the bi-class and the tri-class

scenarios, which intends to evaluate whether the gender of subjects biases

the distribution of the extracted features.

With respect to the Kruskal-Wallis test, both for the YouTube Personal-

ity and PAN-AP-2015 datasets considering English and Spanish languages;

in all of the cases, the null hypothesis H0, “the median of the populations

considered are equal”, was rejected with p ≪ 0.01. Now, with respect to

the χ2 tests, we found the following: for YouTube Personality dataset in En-

glish and Spanish languages; possible bias regarding gender was discarded for
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extraversion, conscientiousness, emotional stability and openness to experi-

ence traits, while a possible bias was found for the agreeableness trait. With

respect to PAN-AP-2015 dataset, in both languages English and Spanish,

the gender bias was discarded for openness to experience, conscientiousness,

extraversion and agreeableness traits, but it was found a possible bias for

emotional stability trait.

5.2 Classification and regression experiments

As explained above, the 3 major experiments of this work are: regression,

bi-class classification and triclass classification. For each one of theses ex-

periments and taking into account the YouTube Personality dataset and the

PAN-AP-2015 dataset, classical machine learning methods and deep learn-

ing methods were considered, where the details of the obtained results are in

Chapter 6.

5.2.1 Experiments with classical machine learning methods

Since support vector machine (SVM) is one of the most used classification

methods in the state of the art and considering its robustness when consider-

ing high-dimensional representation spaces [58], we decided to adopt this as

our main framework for classical machine learning methods. For the regres-

sion experiments, we used the ε-SVR (see 2.3.2 for details), a Soft Margin

SVM for the bi-class classification experiments (see 2.3.1 for details); and a

SVM with the One vs All (OvA) (also called One vs Rest - OvR) approach

for the tri-class classification experiments. This method consists of building

one SVM per class, which is trained to distinguish the samples in one class

from the samples of all the other classes and the decision is made according

to the maximum output among all SVMs.

5.2.2 Experiments with deep learning methods

For the case of deep learning methods, neural networks based on convolu-

tional layers and LSTM layers were considered (see 2.3.3 and 2.3.4 for details).

In Figure 5.4 and Figure 5.5 the architectures implemented in this work are

shown. Both architectures were created with the objective in mind to make

them as simple as possible in order to reduce the number of parameters to

be optimized due to the small number of samples to train the architectures
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for both YouTube and Twitter data. The specific parameters for each archi-

tecture are shown in Table 5.4 and Table 5.5. With the previous objective

in mind, we used different methods for the training of the weights of the

Embedding layer (layer with the largest number of parameters to be opti-

mized): i) the keras Embedding layer trained from scratch, ii) pre-trained

Word2Vec and GloVe word embeddings with embedding layer freezing and

iii) pre-trained Word2Vec and GloVe word embeddings without embedding

layer freezing i.e., retraining of the word embeddings.

Input
Layer

Embedding
Layer

Convolution
Layers

Pooling
Layers

Concatenation
Layer

Dense
Layer

Output
Layer

K=3

K=2

K=1

Figure 5.4. Architecture based on CNNs implemented in this study. K:

size (high) of the filter.

For the case of the CNN-based architecture, 3 filter sizes were considered

simultaneously to simulate the n-gram relationships of the words in the texts:

n=1, n=2 and n=3. For the pooling layer, the global max pooling was taken

into account, where the results are then concatenated, passed through a

dense layer to reduce the dimension, and finally passed to the output layer,

where the number of neurons and the activation function (with respect to the

experiment) of these layer are shown in Table 5.5. For the case of the LSTM-

based architecture, the number of units in the LSTM layer was optimized in

the range of 32 to 512 in powers of 2. The embedding dimension and the

number of neurons in the dense layer were kept the same as for the case of
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Input
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Dense
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Figure 5.5. Architecture based on LSTMs implemented in this study.

the architecture with CNNs.

Table 5.4. Parameters for the architectures based on CNNs and LSTMs.

Architecture Parameter Value

CNN

Embedding dimension 300

Number offilters 64

Size of the filter 1(uni-gram), 2(bi-gram) and 3(tri-gram) simultaneously.

Number of neurons dense layer 64

LSTM

Embedding dimension 300

Number of units Options: 32, 64, 128, 256 and 512.

Number of neurons dense layer 64

Table 5.5. Number of neurons and activation function in the Output layer

for regression, bi-class classification and tri-class classification experiments.

Output Layer

Experiment Number of neurons Activation function

Regression 1 Linear

Bi-class Classification 1 Sigmoid

Tri-class Classification 3 Softmax



Chapter 6

Results and discussion

This chapter shows the results obtained for the experiments explained in 5.2,

as well as the analysis of the results and comparisons with works that took

into account the same databases as our work.

6.1 Results with classical machine learning methods

We start with the results obtained with classical methods for the different

experiments explained in 5.2.1.

6.1.1 Results with the English dataset from YouTube Personality

Personality trait estimation

This experiment was mainly based on SVR systems with Gaussian kernel.

To allow comparisons with respect to other works in the literature that use

the same corpus as we used here, results are reported in Table 6.1 in terms

of the four metrics mentioned in subsection 4.3.1. Note that in three out of

the five traits, the best result was obtained when merging the Word2Vec and

GloVe embeddings, except extraversion which best result was obtained with

the BERT-base embeddings and openness to experience which best result

was obtained with GloVe embeddings. When observing r and ρ, the best

result among all was obtained for the agreeableness trait (r = 0.49 and

ρ = 0.43), followed by conscientiousness (r = 0.40 and ρ = 0.41), while the

lowest result was for the openness to experience trait with r = 0.22 and

ρ = 0.21. The lowest MAE = 0.55 was obtained with conscientiousness and

56
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the lowest RMSE value is obtained with openness to experience with a value

of RMSE = 0.70.

Table 6.1. Results for personality trait estimation with the English

dataset from YouTube Personality considering a SVR.

Trait Feature r ρ MAE RMSE

Open

Word2Vec 0.19 ± 0.02 0.18 ± 0.02 0.57 ± 0.00 0.70 ± 0.00

GloVe 0.22 ± 0.02 0.21 ± 0.02 0.56 ± 0.00 0.70 ± 0.00

Fusion 0.14 ± 0.02 0.16 ± 0.02 0.57 ± 0.00 0.71 ± 0.00

BERT 0.06 ± 0.05 0.06 ± 0.04 0.58 ± 0.01 0.72 ± 0.01

Cons

Word2Vec 0.40 ± 0.01 0.40 ± 0.01 0.55 ± 0.00 0.71 ± 0.00

GloVe 0.36 ± 0.02 0.37 ± 0.02 0.56 ± 0.01 0.72 ± 0.01

Fusion 0.40 ± 0.01 0.41 ± 0.01 0.55 ± 0.00 0.71 ± 0.00

BERT 0.39 ± 0.01 0.40 ± 0.01 0.55 ± 0.00 0.71 ± 0.00

Extr

Word2Vec 0.32 ± 0.01 0.30 ± 0.01 0.77 ± 0.00 0.93 ± 0.00

GloVe 0.31 ± 0.01 0.31 ± 0.02 0.77 ± 0.01 0.93 ± 0.01

Fusion 0.35 ± 0.01 0.35 ± 0.01 0.75 ± 0.01 0.92 ± 0.01

BERT 0.38 ± 0.01 0.37 ± 0.02 0.74 ± 0.00 0.91 ± 0.01

Agr

Word2Vec 0.49 ± 0.02 0.43 ± 0.01 0.61 ± 0.00 0.79 ± 0.00

GloVe 0.40 ± 0.03 0.38 ± 0.02 0.63 ± 0.01 0.81 ± 0.01

Fusion 0.49 ± 0.02 0.43 ± 0.02 0.60 ± 0.00 0.77 ± 0.01

BERT 0.47 ± 0.01 0.44 ± 0.01 0.62 ± 0.00 0.78 ± 0.01

Emot

Word2Vec 0.22 ± 0.03 0.18 ± 0.02 0.60 ± 0.01 0.76 ± 0.01

GloVe 0.27 ± 0.02 0.22 ± 0.02 0.59 ± 0.00 0.75 ± 0.00

Fusion 0.29 ± 0.02 0.24 ± 0.02 0.59 ± 0.01 0.75 ± 0.01

BERT 0.24 ± 0.02 0.21 ± 0.02 0.59 ± 0.01 0.76 ± 0.01
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Weak vs. strong presence of each trait

In this case, SVM classifiers with Gaussian kernel are used and results are

reported in Table 6.2. Note that four out of the five traits (except openness

to experience) obtained the best result when considering word embeddings

based on BERT model. Also, note that three out of the five traits exhibit

accuracies above around 60%, the best result was obtained for extraversion

with an accuracy of 64.7% followed by agreeableness with an accuracy of

64.3% and conscientiousness with 63.9%. As we will see few lines below,

these results are similar to most of the results reported in the literature.

The results also show that there is no a clear model that leads to the best

results. This means that there is still a lot of work to do in this field, which

apart from the challenge of extracting information from text, imposes an

additional constraint due to the consistency of the labels, i.e., the evaluation

of personality is very hard task for humans and machines.
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Table 6.2. Results for bi-class system: weak presence vs strong presence

of the trait with the English dataset from YouTube Personality considering

a SVM.

Trait Feature Accuracy Sensitivity Specificity F1-score AUC

Open

Word2Vec 56.4 ± 1.9 51.7 ± 2.9 60.9 ± 1.9 56.3 ± 1.9 0.58 ± 0.02

GloVe 56.4 ± 1.2 52.8 ± 2.3 59.9 ± 2.1 56.3 ± 1.3 0.58 ± 0.02

Fusion 56.5 ± 1.5 49.9 ± 2.5 63.0 ± 3.3 56.3 ± 1.5 0.58 ± 0.02

BERT 55.2 ± 1.2 48.5 ± 2.4 61.9 ± 3.8 55.0 ± 1.2 0.57 ± 0.01

Cons

Word2Vec 62.5 ± 0.8 53.6 ± 1.2 70.8 ± 1.6 62.2 ± 0.8 0.67 ± 0.01

GloVe 63.4 ± 0.7 57.9 ± 1.2 68.6 ± 1.3 63.3 ± 0.7 0.67 ± 0.01

Fusion 63.0 ± 1.1 66.5 ± 1.7 59.8 ± 1.4 62.9 ± 1.1 0.69 ± 0.01

BERT 63.6 ± 1.7 64.4 ± 1.8 62.9 ± 1.8 63.6 ± 1.7 0.68 ± 0.01

Extr

Word2Vec 60.9 ± 0.8 53.2 ± 1.7 68.1 ± 1.6 60.7 ± 0.9 0.63 ± 0.01

GloVe 63.8 ± 1.2 54.7 ± 1.0 72.3 ± 2.1 63.5 ± 1.2 0.67 ± 0.01

Fusion 63.4 ± 1.1 62.0 ± 1.6 64.7 ± 1.8 63.4 ± 1.1 0.68 ± 0.01

BERT 64.7 ± 0.6 63.5 ± 0.9 65.8 ± 1.6 64.7 ± 0.6 0.70 ± 0.01

Agr

Word2Vec 59.8 ± 1.4 53.3 ± 3.3 65.2 ± 1.9 59.6 ± 1.4 0.64 ± 0.01

GloVe 60.3 ± 1.5 52.2 ± 2.3 67.2 ± 2.8 60.0 ± 1.5 0.64 ± 0.01

Fusion 60.9 ± 1.6 56.7 ± 2.7 64.5 ± 2.4 60.8 ± 1.6 0.67 ± 0.02

BERT 64.3 ± 0.8 59.4 ± 1.7 68.5 ± 1.5 64.2 ± 0.8 0.69 ± 0.08

Emot

Word2Vec 56.7 ± 1.9 52.4 ± 2.9 60.9 ± 3.5 56.6 ± 1.9 0.59 ± 0.02

GloVe 55.5 ± 1.2 53.8 ± 1.2 57.1 ± 2.1 55.5 ± 1.2 0.57 ± 0.02

Fusion 55.9 ± 1.1 54.2 ± 2.1 57.6 ± 1.8 55.9 ± 1.1 0.59 ± 0.02

BERT 56.8 ± 1.0 54.0 ± 1.4 59.6 ± 1.6 56.8 ± 1.0 0.60 ± 0.01

Results are shown more compactly in Figure 6.1 where the ROC curves

resulting from the bi-class experiments are included. Each panel in the fig-

ure includes results obtained with the three feature extraction approaches

(Word2Vec, GloVe and BERT). The AUC values show that, in the majority

of the cases, better results were obtained for extraversion and conscientious-

ness traits, and also that the best AUC values were obtained taking into
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account the Fusion of Word2Vec and GloVe embeddings, and also embed-

dings based on BERT.
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Figure 6.1. ROC curves obtained with Word2Vec, GloVe, Fusion:

Word2Vec + GloVe and BERT embeddings for English dataset from

YouTube Personality.

Classification of personality traits into 3 levels

Three groups were created according to the scores in the personality traits

as it was explained in chapter 5: LP: low presence; MP: medium presence;

and HP: high presence. Results of the tri-class classification are presented

in Table 6.3 in terms of accuracy, F1-score, UAR and κ. Note that in four out
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of the five traits, the best results were obtained with the fusion of Word2Vec

and GloVe embeddings, only for the case of conscientiousness the best result

was obtained considering only Word2Vec embeddings. It can be observed

also that the models trained with BERT embeddings did not improve the

performance of the models compared with the classical word embeddings

(Word2Vec and GloVe) in any of the OCEAN traits. However, when having

a close look at the numbers, one can notice that the difference among different

approaches is not that high, and the results are similar across different traits,

i.e., between 40% and 46% in accuracy and F1-score percentages.
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Table 6.3. Tri-class classification results with the English dataset from

YouTube Personality considering a SVM.

Trait Feature Accuracy F1-score UAR κ

Open

Word2Vec 37.9 ± 1.9 37.6 ± 1.9 37.4 ± 1.9 0.06 ± 0.03

GloVe 40.6 ± 2.6 40.1 ± 2.6 39.9 ± 2.6 0.09 ± 0.04

Fusion 41.2 ± 0.8 41.0 ± 0.9 40.8 ± 0.8 0.11 ± 0.01

BERT 35.0 ± 2.1 34.2 ± 2.1 34.3 ± 2.0 0.01 ± 0.03

Cons

Word2Vec 46.6 ± 1.2 45.1 ± 1.2 45.8 ± 1.2 0.19 ± 0.02

GloVe 46.7 ± 0.8 44.9 ± 0.9 45.8 ± 0.9 0.19 ± 0.01

Fusion 45.6 ± 1.4 45.8 ± 1.4 45.5 ± 1.4 0.18 ± 0.02

BERT 45.5 ± 1.5 45.3 ± 1.5 45.1 ± 1.5 0.18 ± 0.02

Extr

Word2Vec 42.6 ± 1.4 42.0 ± 1.3 42.2 ± 1.3 0.13 ± 0.02

GloVe 44.2 ± 1.4 43.5 ± 1.4 43.7 ± 1.4 0.15 ± 0.02

Fusion 44.3 ± 1.2 44.1 ± 1.2 44.7 ± 1.3 0.17 ± 0.02

BERT 41.8 ± 1.1 41.7 ± 1.1 41.8 ± 1.1 0.12 ± 0.02

Agr

Word2Vec 46.0 ± 1.5 45.9 ± 1.5 45.8 ± 1.5 0.19 ± 0.02

GloVe 46.1 ± 2.0 46.0 ± 2.0 45.9 ± 2.0 0.19 ± 0.03

Fusion 46.2 ± 1.3 46.3 ± 1.3 46.2 ± 1.3 0.19 ± 0.02

BERT 45.9 ± 0.9 45.8 ± 0.82 45.9 ± 0.8 0.19 ± 0.01

Emot

Word2Vec 39.2 ± 1.4 38.9 ± 1.3 39.1 ± 1.4 0.09 ± 0.02

GloVe 39.1 ± 1.3 39.0 ± 1.3 39.1 ± 1.3 0.09 ± 0.02

Fusion 40.4 ± 1.3 40.4 ± 1.3 40.5 ± 1.3 0.11 ± 0.02

BERT 38.3 ± 0.7 38.0 ± 0.6 38.2 ± 0.7 0.07 ± 0.01

To have a detailed look at the results, confusion matrices are presented

in Table 6.4. The results do not show a clear pattern when comparing the

three levels of traits. One would expect to see a relatively clear separation
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between LP and HP samples; however, in all cases the target class shows the

largest percentage but the remaining portion is almost always equivalently

distributed between the other two classes. Although being aware that the

models presented here could be improved and also acknowledging that the

addressed problem is very challenging, the behavior of the observed results

may be reflecting possible labeling problems. We believe that there is a big

gap in the study of personality traits based on linguistic patterns, which

make it necessary to work on collecting and labeling data considering the

knowledge of expert psychologists and psycholinguists [35], [36].

Table 6.4. Confusion matrix for the classification of personality traits

into 3 levels with the English dataset from YouTube Personality considering

a SVM (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Word2Vec

LP 36 45 19 66 21 13 58 31 11 56 26 18 47 32 21

MP 35 47 18 51 26 23 46 32 22 25 45 30 38 37 25

HP 32 38 30 34 20 46 36 28 36 23 40 37 32 34 34

GloVe

LP 44 37 19 70 18 12 60 28 12 53 25 22 42 32 26

MP 31 48 21 53 24 23 47 33 20 27 44 29 36 34 30

HP 28 45 27 31 25 44 34 28 38 23 36 41 29 30 41

Fusion

LP 42 36 22 49 35 16 45 33 22 51 26 23 41 33 26

MP 29 46 25 31 41 28 31 35 34 25 43 32 35 37 28

HP 30 36 34 18 35 47 19 26 55 19 37 44 27 29 44

BERT

LP 41 39 20 56 29 15 49 36 15 55 28 17 47 27 26

MP 40 41 19 33 34 33 44 32 24 32 38 30 37 34 29

HP 36 37 27 24 31 45 28 28 44 23 33 44 32 34 34

LP: Low presence, MP: Medium presence, HP: High presence.

Comparison with respect to recent works

The results reported in this study are compared with respect to different

works in the state of the art. We did not find any study working on the

tri-class classification problem, so comparisons are only reported for the re-

gression and the bi-class results.



64 6.1. Results with classical machine learning methods

The summary of our regression results and those reported by others in

the literature are included in Table 6.5. According to the average results

reported in the last row of the table, our approach shows similar performance

to others reported in the literature, actually our results are better according

to the MAE value in about 0.02. Now, in the case of RMSE, our results

are 0.03 below (worst). Although other works in the literature do not report

results in terms of the Pearson’s and Spearman’s correlation, we decided to

do it because this measure is more intuitive, especially when the “actual vs.

predicted” plot is shown (see for example Figure 6.9).

Table 6.5. Comparison of our regression model w.r.t. recent works with

the English dataset from YouTube Personality.

Our approach [35] [36]

Trait r ρ RMSE MAE RMSE MAE

Open 0.22 0.21 0.70 0.56 0.68 0.58

Cons 0.40 0.41 0.71 0.55 0.69 0.57

Extr 0.38 0.37 0.91 0.74 0.89 0.72

Agre 0.49 0.43 0.77 0.60 0.77 0.67

Emot 0.29 0.24 0.75 0.59 0.69 0.60

Average 0.36 0.33 0.77 0.61 0.74 0.63

The comparison in the bi-class classification scenario is reported in Ta-

ble 6.6. Note that on average, our results are slightly better than the other

works except for the work in [34]. Unfortunately, the authors of that work

only report the average accuracy along with the five traits, which does not

allow us to make direct comparisons in specific traits. If we consider the

average performance in terms of F1-score compared to the performance re-

ported by Salminen, et al [37], we are able to improve the performance by

6.4%, which is relevant considering that in this case we did not use neural

networks. This gives us an idea that for certain traits (agreeableness, con-

scientiousness, and emotional stability), classical methods like those used in



65 6.1. Results with classical machine learning methods

this work (SVM with Gaussian kernel) yield better results than those found

with other methods like the one reported in [37].

Table 6.6. Comparison of our Bi-class classification model w.r.t. recent

works with the English dataset from YouTube Personality.

[32] [33] [34] [37]

Trait Acc F1-score F1-score F1-score Acc F1-score

Open 56.5 56.3 60.8 57.3 - 68.6

Cons 63.6 63.6 65.8 54.3 - 48.5

Extr 64.7 64.7 60.5 57.8 - 71.9

Agre 64.3 64.2 65.7 69.6 - 44.4

Emot 56.8 56.8 47.7 61.9 - 40.3

Average 61.2 61.1 60.1 60.2 62.3 54.7

6.1.2 Results with the Spanish dataset from YouTube Personality

Personality trait estimation

The main idea in these experiment is to predict the score on each trait of

the OCEAN model. The results are reported in Table 6.7. Note that in four

out of the five traits, the transformer-based methods (BERT and BETO)

yield better results. BERT seems to be the best model for conscientiousness

and extraversion, while BETO works better for agreeableness and emotional

stability. The only case where transformer-based methods are not the best is

for openness to experience trait, where the Word2Vec model works best, and

actually, it is the only one that shows positive correlation values. This is the

case with the lowest correlation coefficient values (r = 0.13 and ρ = 0.12).

This likely indicates that the openness to experience trait is the most dif-

ficult to predict among the five included in the OCEAN model. The other

best correlation coefficients obtained for the other traits range between 0.28

and 0.45 for the Pearson’s coefficient and from 0.24 to 0.40 for the Spear-

man’s coefficient, indicating that, to some extent, it is possible to predict

the level at which the participants express each trait. On the other hand,

when comparing the performance of Word2Vec and GloVe, except for con-
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scientiousness trait, Word2Vec model achieves better results. The regression

results obtained in this study are in line with those reported in [13], where

it is stated that no single model can provide good results for all five traits.
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Table 6.7. Results for personality trait estimation with the Spanish

dataset from YouTube Personality.

Trait Feature r ρ MAE RMSE

Open

Wor2Vec 0.13 ± 0.02 0.12 ± 0.03 0.57 ± 0.00 0.71 ± 0.00

GloVe -0.02 ± 0.03 -0.01 ± 0.03 0.58 ± 0.00 0.72 ± 0.00

Fusion -0.02 ± 0.04 -0.02 ± 0.03 0.58 ± 0.00 0.72 ± 0.00

BERT -0.06 ± 0.03 -0.06 ± 0.04 0.58 ± 0.00 0.72 ± 0.00

BETO -0.05 ± 0.04 -0.05 ± 0.05 0.58 ± 0.00 0.72 ± 0.00

Cons

Wor2Vec 0.24 ± 0.02 0.23 ± 0.02 0.58 ± 0.00 0.75 ± 0.00

GloVe 0.29 ± 0.01 0.32 ± 0.01 0.57 ± 0.00 0.74 ± 0.00

Fusion 0.26 ± 0.01 0.28 ± 0.01 0.58 ± 0.00 0.75 ± 0.00

BERT 0.36 ± 0.01 0.38 ± 0.01 0.55 ± 0.00 0.72 ± 0.00

BETO 0.36 ± 0.01 0.38 ± 0.01 0.56 ± 0.00 0.72 ± 0.00

Extr

Wor2Vec 0.24 ± 0.03 0.23 ± 0.02 0.78 ± 0.01 0.95 ± 0.01

GloVe 0.18 ± 0.03 0.18 ± 0.02 0.79 ± 0.01 0.96 ± 0.01

Fusion 0.25 ± 0.01 0.24 ± 0.01 0.77 ± 0.00 0.95 ± 0.00

BERT 0.35 ± 0.02 0.36 ± 0.01 0.75 ± 0.01 0.92 ± 0.01

BETO 0.30 ± 0.01 0.30 ± 0.02 0.76 ± 0.00 0.93 ± 0.00

Agr

Wor2Vec 0.35 ± 0.02 0.30 ± 0.02 0.65 ± 0.01 0.82 ± 0.01

GloVe 0.24 ± 0.01 0.21 ± 0.01 0.66 ± 0.00 0.85 ± 0.00

Fusion 0.37 ± 0.01 0.32 ± 0.02 0.64 ± 0.01 0.82 ± 0.01

BERT 0.41 ± 0.02 0.38 ± 0.02 0.63 ± 0.01 0.80 ± 0.01

BETO 0.45 ± 0.01 0.40 ± 0.01 0.62 ± 0.00 0.79 ± 0.01

Emot

Wor2Vec 0.27 ± 0.03 0.22 ± 0.02 0.59 ± 0.00 0.75 ± 0.00

GloVe 0.02 ± 0.03 0.01 ± 0.04 0.61 ± 0.00 0.79 ± 0.01

Fusion 0.16 ± 0.04 0.12 ± 0.04 0.61 ± 0.01 0.77 ± 0.01

BERT 0.19 ± 0.03 0.18 ± 0.03 0.60 ± 0.01 0.77 ± 0.01

BETO 0.28 ± 0.01 0.24 ± 0.02 0.59 ± 0.01 0.75 ± 0.00
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Weak vs. strong presence of each trait

Table 6.8 shows the results of the bi-class classification experiments. Note

that the behavior is similar to the one observed in the regression results,

where transformer-based models outperformed other word embeddings mod-

els. The trait with the best results was agreeableness, with an accuracy of

63.9% obtained with the BERT model. Conversely, the trait with the lowest

accuracy is openness (as it was the case in the regression experiments) with

an accuracy of 52.3%. When comparing BERT and BETO results, we realize

that they are quite similar in all of the traits. Additionally, the fusion of em-

beddings is not showing significant improvements with respect to individual

models.
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Table 6.8. Results for bi-class system: weak presence vs strong presence

of the trait with the Spanish dataset from YouTube Personality.

Trait Feature Accuracy Sensitivity Specificity F1-score AUC

Open

Word2Vec 52.0 ± 1.6 53.1 ± 2.6 50.9 ± 2.0 52.0 ± 1.6 0.53 ± 0.02

GloVe 50.2 ± 2.3 46.7 ± 4.7 53.7 ± 5.2 50.1 ± 2.3 0.50 ± 0.02

Fusion 49.5 ± 1.0 45.5 ± 3.1 53.5 ± 2.9 49.4 ± 1.0 0.50 ± 0.01

BERT 52.3 ± 1.7 49.9 ± 3.3 54.6 ± 3.1 52.2 ± 1.7 0.53 ± 0.02

BETO 51.0 ± 1.1 49.1 ± 3.0 52.8 ± 3.6 50.9 ± 1.1 0.51 ± 0.01

Cons

Word2Vec 57.7 ± 1.3 54.9 ± 2.3 60.4 ± 2.0 57.7 ± 1.3 0.59 ± 0.01

GloVe 59.7 ± 1.0 66.9 ± 2.1 53.0 ± 1.7 59.5 ± 1.0 0.64 ± 0.01

Fusion 60.3 ± 0.9 65.9 ± 2.6 55.1 ± 1.9 60.2 ± 0.8 0.64 ± 0.01

BERT 60.0 ± 1.2 57.8 ± 1.6 62.0 ± 2.8 60.0 ± 1.2 0.67 ± 0.01

BETO 61.3 ± 1.2 60.4 ± 1.9 62.1 ± 1.5 61.3 ± 1.2 0.65 ± 0.01

Extr

Word2Vec 58.5 ± 1.3 50.4 ± 2.1 66.0 ± 2.1 58.2 ± 1.3 0.61 ± 0.01

GloVe 54.7 ± 1.3 52.9 ± 1.9 56.4 ± 1.9 54.7 ± 1.3 0.57 ± 0.01

Fusion 57.5 ± 2.1 56.2 ± 2.6 58.8 ± 2.7 57.5 ± 2.1 0.62 ± 0.02

BERT 62.1 ± 1.1 66.9 ± 1.4 57.6 ± 1.8 62.0± 1.2 0.66 ± 0.01

BETO 59.3 ± 1.0 64.5 ± 2.6 54.4 ± 2.0 59.2 ± 1.0 0.65 ± 0.01

Agr

Word2Vec 58.8 ± 0.7 42.3 ± 1.7 72.9 ± 1.7 57.8 ± 0.7 0.63 ± 0.01

GloVe 56.0 ± 1.5 48.5 ± 2.1 62.4 ± 2.6 55.9 ± 1.5 0.58 ± 0.01

Fusion 57.7 ± 1.2 50.9 ± 2.7 63.6 ± 1.3 57.6 ± 1.3 0.63 ± 0.01

BERT 63.9 ± 0.9 54.3 ± 1.8 72.0 ± 1.3 63.6 ± 0.9 0.69 ± 0.01

BETO 60.0 ± 1.3 52.6 ± 2.1 66.2 ± 1.4 59.8 ± 1.3 0.64 ± 0.01

Emot

Word2Vec 56.3 ± 1.1 55.4 ± 1.7 57.1 ± 1.9 56.3 ± 1.1 0.57 ± 0.01

GloVe 52.2 ± 1.9 48.0 ± 3.2 56.3 ± 3.2 52.0 ± 1.9 0.52 ± 0.02

Fusion 53.5 ± 2.6 50.2 ± 2.5 56.7 ± 4.3 53.4 ± 2.5 0.55 ± 0.02

BERT 54.1 ± 1.8 53.8 ± 2.4 54.3 ± 3.9 54.1 ± 1.8 0.55 ± 0.02

BETO 57.3 ± 0.7 55.0 ± 1.5 59.6 ± 2.1 57.3 ± 0.7 0.61 ± 0.01

In Figure 6.2 it is shown the ROC curves resulting from the bi-class
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classification experiments. We can observe a general behavior: the best

performance with respect to the area under the curve (AUC) is generally

obtained with BERT’s word embeddings, since, in 4 of the five traits (except

emotional stability), it has the highest AUC value. Following BERT, the

BETO model provides some of the best performances, and after it, the fusion

of Word2Vec and GloVe embeddings.

1.0

Word2Vec

T
ru

e 
po

si
ti

ve
 r

at
e

False positive rate

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

GloVe

1.0

T
ru

e 
po

si
ti

ve
 r

at
e

False positive rate

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

Fusion

1.0

T
ru

e 
po

si
ti

ve
 r

at
e

False positive rate

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

1.0

T
ru

e 
po

si
ti

ve
 r

at
e

False positive rate

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

BERT BETO

1.0

T
ru

e 
po

si
ti

ve
 r

at
e

False positive rate

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

Figure 6.2. ROC curves obtained with Word2Vec, GloVe, Fusion:

Word2Vec + GloVe, BERT and BETO embeddings for Spanish dataset

from YouTube Personality.

Classification of personality traits into 3 levels

Table 6.9 shows the results of the experiment that classifies the personality

traits into 3 different levels for Spanish language. Comparing these results

with those obtained in English language, it is observed that for conscientious-

ness, extraversion and agreeableness traits, the reported metrics are close by

approximately 2%, while for the traits openness to experience and emotional

stability, the results in Spanish are notoriously lower than those obtained in

English. The best result for this experiment is presented for agreeableness
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trait taking into account the embeddings obtained with the BERT model,

obtaining a maximum F1-score of 45.3% and a Cohen’s kappa coefficient

κ = 0.18. The second best result was obtained for the conscientiousness trait

with a maximum F1-score of 44.7% and a κ = 0.17 and the lowest result was

obtained for the emotional stability trait (F1-score of 38.1% and κ = 0.07).
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Table 6.9. Tri-class classification results with the Spanish dataset from

YouTube Personality.

Trait Feature Accuracy F1-score UAR κ

Open

Word2Vec 34.5 ± 1.3 33.0 ± 1.6 33.3 ± 1.3 0.00 ± 0.02

GloVe 36.8 ± 1.0 36.0 ± 1.0 35.9 ± 1.0 0.04 ± 0.02

Fusion 34.1 ± 1.7 33.5 ± 1.7 33.4 ± 1.7 0.00 ± 0.03

BERT 34.0 ± 1.8 32.8 ± 1.9 33.1 ± 1.8 -0.00 ± 0.03

BETO 33.6 ± 1.3 31.5 ± 1.6 32.4 ± 1.3 -0.01 ± 0.02

Cons

Word2Vec 40.1 ± 1.2 39.9 ± 1.3 39.8 ± 1.3 0.10 ± 0.02

GloVe 43.3 ± 1.5 42.9 ± 1.6 42.7 ± 1.5 0.15 ± 0.02

Fusion 42.7 ± 0.8 42.4 ± 0.8 42.3 ± 0.8 0.14 ± 0.01

BERT 45.2 ± 2.0 44.8 ± 1.9 44.7 ± 2.0 0.17 ± 0.03

BETO 41.7 ± 1.2 41.2 ± 1.2 41.3 ± 1.2 0.12 ± 0.02

Extr

Word2Vec 42.4 ± 1.8 41.4 ± 1.7 41.7 ± 1.7 0.13 ± 0.03

GloVe 38.4 ± 1.9 38.4 ± 1.9 38.5 ± 1.9 0.08 ± 0.03

Fusion 41.8 ± 1.5 41.8 ± 1.5 41.7 ± 1.5 0.12 ± 0.02

BERT 38.9 ± 1.4 38.8 ± 1.5 38.7 ± 1.5 0.08 ± 0.02

BETO 41.8 ± 0.8 41.7 ± 0.8 41.6 ± 0.8 0.12 ± 0.01

Agr

Word2Vec 41.5 ± 1.4 41.6 ± 1.4 41.4 ± 1.4 0.12 ± 0.02

GloVe 41.5 ± 1.0 41.4 ± 1.1 41.3 ± 1.0 0.12 ± 0.01

Fusion 43.6 ± 1.6 43.2 ± 1.7 43.3 ± 1.6 0.15 ± 0.02

BERT 45.5 ± 1.7 45.2 ± 1.7 45.3 ± 1.7 0.18 ± 0.03

BETO 43.0 ± 1.1 42.9 ± 1.2 42.9 ± 1.1 0.14 ± 0.02

Emot

Word2Vec 33.9 ± 1.5 33.1 ± 1.5 33.8 ± 1.5 0.01 ± 0.02

GloVe 31.5 ± 1.0 31.3 ± 1.0 31.5 ± 1.0 -0.03 ± 0.01

Fusion 32.4 ± 2.1 32.2 ± 2.2 32.3 ± 2.1 -0.01 ± 0.03

BERT 37.2 ± 1.0 36.5 ± 1.0 37.0 ± 1.0 0.06 ± 0.02

BETO 38.1 ± 1.5 36.9 ± 1.4 37.9 ± 1.5 0.07 ± 0.02
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The confusion matrices for the tri-class experiment are shown in the Ta-

ble 6.10. As can be seen, the results obtained with embeddings based on

models with transformers (i.e. BERT and BETO) yield the best results, be-

cause in 3 out of 5 traits, gives the best percentages in the confusion matrices.

Table 6.10. Confusion matrix for the classification of personality traits

into 3 levels with the Spanish dataset from YouTube Personality (results in

%).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Word2Vec

LP 30 48 22 49 31 20 60 26 14 45 32 23 48 32 20

MP 28 52 20 42 29 29 46 36 18 28 42 30 38 32 30

HP 24 58 18 27 31 42 41 30 29 19 44 37 35 44 21

GloVe

LP 34 42 24 58 24 18 37 36 27 48 31 21 35 35 30

MP 32 51 17 34 31 35 26 40 34 32 41 27 35 30 35

HP 37 40 23 24 36 40 26 34 40 25 40 35 35 35 30

Fusion

LP 30 45 25 55 28 17 45 33 22 49 34 17 35 36 29

MP 34 46 20 37 31 32 36 39 25 29 49 22 31 33 36

HP 33 43 24 26 33 41 27 31 42 23 45 32 28 44 28

BERT

LP 33 45 22 58 28 14 46 35 19 57 28 15 52 29 19

MP 32 47 21 39 33 28 42 31 27 30 41 29 37 34 29

HP 32 49 19 24 33 43 27 34 39 28 34 38 34 40 26

BETO

LP 34 48 18 54 27 19 48 34 18 52 28 20 57 27 16

MP 38 49 13 36 26 38 41 39 20 31 40 29 34 35 31

HP 36 50 14 22 33 45 30 32 38 23 40 37 33 46 21

LP: Low presence, MP: Medium presence, HP: High presence.

6.1.3 Results with the English dataset from PAN-AP-2015

Now, in order to test the proposed methodology with a different database,

we used the English PAN-AP-2015 database from Twitter explained in 3.2,

taking into account the database per subject (152 samples for training and

142 for testing), where the reported metrics correspond to the performance

of the models in the test set.
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Personality trait estimation

The results of the estimation of the 5 personality traits of the OCEAN

model (regression experiments) are in the Table 6.11, which correspond to

the results obtained on the test set originally provided in the database in

order to compare them with other results of works reported in the literature.

From Table 6.11 we can see that no single group of features provides the best

result for the five traits, since for openness to experience and agreeableness

the best result was obtained with GloVe embeddings; for conscientiousness

and extraversion, the best result was obtained with Fusion group of features

(Word2Vec + GloVe embeddings) and for emotional stability, the best result

was obtained with BERT embeddings. It should also be noted that for open-

ness to experience, conscientiousness and emotional stability traits, there are

strong correlations between the actual labels and the labels predicted by the

regressor (r, ρ > 0.6). With respect to MAE and RMSE, the best (low-

est) values were obtained for conscientiousness trait with MAE = 0.095 and

RMSE = 0.118, while the worst (highest) values were obtained for emotional

stability trait with MAE = 0.155 and RMSE = 0.184.
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Table 6.11. Results for personality trait estimation with the English

dataset from PAN-AP-2015 considering a SVR.

Trait Feature r ρ MAE RMSE

Open

Word2Vec 0.586 0.561 0.104 0.128

GloVe 0.649 0.635 0.096 0.119

Fusion 0.655 0.627 0.099 0.121

BERT 0.635 0.614 0.105 0.125

Cons

Word2Vec 0.542 0.466 0.102 0.125

GloVe 0.595 0.622 0.095 0.121

Fusion 0.667 0.624 0.095 0.118

BERT 0.578 0.560 0.102 0.127

Extr

Word2Vec 0.460 0.414 0.118 0.147

GloVe 0.491 0.442 0.109 0.138

Fusion 0.546 0.485 0.108 0.136

BERT 0.544 0.503 0.109 0.136

Agr

Word2Vec 0.403 0.397 0.110 0.143

GloVe 0.449 0.375 0.104 0.137

Fusion 0.444 0.384 0.105 0.137

BERT 0.403 0.414 0.105 0.140

Emot

Word2Vec 0.519 0.496 0.163 0.197

GloVe 0.543 0.535 0.158 0.193

Fusion 0.567 0.560 0.159 0.191

BERT 0.646 0.632 0.155 0.184
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Weak vs. strong presence of each trait

The result of the binary classifiers taking into account the SVMs with Gaus-

sian kernel are shown in Table 6.12. In this case, the word embeddings ob-

tained with GloVe provided the best result for the traits conscientiousness,

agreeableness and emotional stability; for the remaining traits (openness to

experience and extraversion) the best result was obtained with the fusion of

Word2Vec and GloVe embeddings. The best result in this bi-class classifi-

cation scenario was obtained for conscientiousness trait with an accuracy of

82.4% followed by openness to experience trait (80.3%). The extraversion

and emotional stability traits have a similar performance (70.1% approxi-

mately) and the lowest result is for agreeableness trait, with an accuracy

percentage of 62.7%.
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Table 6.12. Results for bi-class system: weak presence vs strong presence

of the trait with the English dataset from PAN-AP-2015.

Trait Feature Accuracy Sensitivity Specificity F1-score AUC

Open

Word2Vec 77.5 81.1 70.2 77.7 0.84

GloVe 77.5 97.9 36.2 74.1 0.88

Fusion 80.3 88.4 63.8 79.9 0.89

BERT 78.9 91.6 53.2 77.7 0.89

Cons

Word2Vec 73.9 72.6 75.4 73.9 0.81

GloVe 82.4 86.3 78.3 82.4 0.89

Fusion 79.6 80.8 78.3 79.6 0.88

BERT 79.6 80.8 78.3 79.6 0.86

Extr

Word2Vec 59.9 74.0 44.9 59.0 0.72

GloVe 70.4 83.4 56.5 69.8 0.76

Fusion 71.1 69.9 72.5 71.1 0.78

BERT 68.3 75.3 60.9 68.1 0.78

Agr

Word2Vec 54.9 90.4 17.4 47.9 0.57

GloVe 62.7 95.9 27.5 57.6 0.58

Fusion 59.2 95.9 20.3 52.2 0.58

BERT 58.5 97.3 17.4 50.4 0.55

Emot

Word2Vec 70.4 80.2 52.9 70.0 0.72

GloVe 71.1 80.2 54.9 70.8 0.75

Fusion 64.8 65.9 62.7 65.4 0.71

BERT 66.9 72.5 56.9 67.1 0.75

The ROC curves from this bi-class classification experiment are shown

in Figure 6.3. Regarding the performance in terms of AUC, we observed a

similar behavior for the traits openness to experience and conscientiousness,

being generally higher the values obtained for the first mentioned trait. Now,

regarding the word embeddings with the best performance also in terms of

AUC, GloVe or Fusion embeddings generally obtained the best performances

for all five traits. The lowest performance (also in terms of AUC value) was
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obtained for the agreeableness trait and for the word embeddings obtained

with Word2Vec.
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Figure 6.3. ROC curves obtained with Word2Vec, GloVe, Fusion:

Word2Vec + GloVe and BERT embeddings for English dataset from

PAN-AP-2015.

Classification of personality traits into 3 levels

The results of the tri-class classification experiment (LP vs MP vs HP) are

presented in Table 6.13 and Table 6.14 in therms of accuracy, F1-score, UAR,

κ and confusion matrix. Note that, as in the bi-class classification experi-
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ments, the best results were obtained with GloVe or Fusion embeddings,

but, contrary to what was obtained in the regression and bi-class classifi-

cation experiments, in this experiment the trait agreeableness obtained the

best performance (Accuracy = 70.4%, F1-score = 69.7% and κ = 0.49), for

the other four traits, the accuracy percentages range from 52.1% and 66.9%.
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Table 6.13. Tri-class classification results with the English dataset from

PAN-AP-2015.

Trait Feature Accuracy F1-score UAR κ

Open

Word2Vec 59.9 58.7 59.6 0.40

GloVe 53.5 50.0 52.8 0.30

Fusion 63.4 62.7 63.1 0.45

BERT 60.6 58.1 59.9 0.40

Cons

Word2Vec 54.2 54.5 58.5 0.31

GloVe 59.9 60.5 64.0 0.39

Fusion 59.2 59.9 62.4 0.37

BERT 50.7 51.6 53.5 0.26

Extr

Word2Vec 57.7 56.4 50.4 0.28

GloVe 66.9 65.9 60.7 0.43

Fusion 63.4 61.6 55.2 0.36

BERT 62.0 57.6 49.9 0.30

Agr

Word2Vec 59.9 59.0 57.0 0.34

GloVe 65.5 65.5 63.9 0.43

Fusion 68.3 67.8 63.7 0.46

BERT 70.4 69.7 65.0 0.49

Emot

Word2Vec 48.6 44.3 48.0 0.22

GloVe 52.1 47.4 51.8 0.27

Fusion 50.7 46.0 50.1 0.25

BERT 49.3 42.2 48.2 0.22
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From Table 6.14 we can see that the best values in the confusion matrices

were obtained with the GloVe embeddings and that the BERT embeddings

allowed to classify with a high percentage (> 85%) the subjects belonging to

the HP class in four of the five traits (except for conscientiousness trait).

Table 6.14. Confusion matrix for the classification of personality traits

into 3 levels with the English dataset from PAN-AP-2015 (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Word2Vec

LP 72 7 21 66 17 17 29 21 50 35 6 59 44 0 56

MP 24 37 39 10 68 22 10 49 41 0 69 31 33 18 49

HP 16 14 70 8 49 43 5 21 74 16 16 68 17 0 83

GloVe

LP 55 0 45 69 21 10 39 7 54 65 0 35 51 0 49

MP 17 18 65 5 75 20 5 63 32 0 57 43 23 18 59

HP 14 0 86 5 47 48 4 16 80 10 20 70 13 0 87

Fusion

LP 72 0 28 65 21 14 32 14 54 56 3 41 46 0 54

MP 15 41 44 5 73 22 2 51 47 0 54 46 25 18 57

HP 14 10 76 4 47 49 1 17 82 7 12 80 13 0 87

BERT

LP 66 4 30 48 45 7 18 11 71 53 6 41 38 0 62

MP 11 26 63 5 73 22 5 41 54 0 57 43 25 12 63

HP 10 2 88 4 56 40 1 8 91 4 11 85 6 0 94

LP: Low presence, MP: Medium presence, HP: High presence.

Comparison with respect to works in the literature

Now, with the aim of comparing our work with others found in the literature,

we will show a comparison of our results with those obtained by different

works mentioned in 1.2.5. In Table 6.15 we can see the results of our work

and the results in different papers reported in the literature. The work done

in [38] ranked first in the Author Profiling Task at PAN 2015 [8] taking

into account English language Tweets, obtaining also the best performance

for agreeableness and openness to experience traits. In the work [77], the

authors achieved the best performance for emotional stability trait, in [78]

it was obtained the best performance for extraversion trait and in [79], the

authors obtained the best performance for conscientiousness trait. Our work
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outperforms with respect to the average RMSE value for the five traits of

the OCEAN model all the aforementioned works and also the performance

of the works done in [18], [19], [39] improving the average RMSE for the five

traits by 0.005. Also, our work improves over previous works by 0.001 and

0.011 the RMSE value for openness to experience and emotional stability

traits respectively.

Table 6.15. Comparison of our regression model w.r.t. recent works with

the English dataset from PAN-AP-2015.

Our approach [38] [18] [19] [39] [77] [78] [79]

Trait r ρ MAE RMSE RMSE RMSE RMSE RMSE RMSE RMSE RMSE

Open 0.649 0.635 0.096 0.119 0.120 0.215 0.158 0.148 0.125 0.123 0.142

Cons 0.667 0.624 0.095 0.118 0.117 0.196 0.148 0.144 0.130 0.133 0.110

Extr 0.546 0.485 0.108 0.136 0.128 0.213 0.164 0.158 0.132 0.125 0.130

Agre 0.449 0.375 0.104 0.137 0.131 0.215 0.151 0.150 0.140 0.132 0.148

Emot 0.646 0.632 0.155 0.184 0.225 0.317 0.235 0.212 0.195 0.225 0.215

Average 0.591 0.550 0.112 0.139 0.144 0.231 0.171 0.162 0.144 0.148 0.149

6.1.4 Results with the Spanish dataset from PAN-AP-2015

In this case, similar to the English Tweets, the database per subject was

taken into account (92 samples for training and 79 for testing), where the

reported metrics correspond to the performance of the models on the test

set.

Personality trait estimation

In Table 6.16 we can observe the performance of the regression models for the

Twitter database in Spanish language. For 3 of the 5 traits (openness to expe-

rience, conscientiousness and extraversion) the best result was obtained with

the word embeddings of transformer-based models (i.e. BERT or BETO).

The best result was obtained for the extraversion trait with r = 0.801,

ρ = 0.819, MAE = 0.107 and RMSE = 0.139. It should also be noted

that for the 5 traits there is a moderate to strong correlation (r, ρ > 0.5)

and that the MAE and RMSE values are in the ranges 0.095 − 0.137 and

0.118− 0.173 respectively.
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Table 6.16. Results for personality trait estimation with the Spanish

dataset from PAN-AP-2015.

Trait Feature r ρ MAE RMSE

Open

Wor2Vec 0.448 0.400 0.103 0.133

GloVe 0.511 0.530 0.100 0.130

Fusion 0.393 0.366 0.101 0.134

BERT 0.542 0.500 0.095 0.118

BETO 0.541 0.479 0.095 0.119

Cons

Wor2Vec 0.663 0.677 0.101 0.127

GloVe 0.554 0.551 0.119 0.144

Fusion 0.650 0.665 0.106 0.129

BERT 0.719 0.718 0.102 0.126

BETO 0.717 0.703 0.099 0.126

Extr

Wor2Vec 0.732 0.771 0.109 0.142

GloVe 0.540 0.582 0.134 0.177

Fusion 0.735 0.756 0.111 0.144

BERT 0.774 0.778 0.111 0.146

BETO 0.801 0.819 0.107 0.139

Agr

Wor2Vec 0.691 0.679 0.106 0.134

GloVe 0.517 0.528 0.121 0.156

Fusion 0.682 0.693 0.105 0.134

BERT 0.726 0.714 0.112 0.140

BETO 0.707 0.695 0.111 0.139

Emot

Wor2Vec 0.579 0.561 0.137 0.173

GloVe 0.358 0.318 0.165 0.203

Fusion 0.540 0.516 0.144 0.179

BERT 0.468 0.485 0.152 0.188

BETO 0.524 0.534 0.149 0.184
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Weak vs. strong presence of each trait

The results of the bi-class classification system between weak presence and

strong presence of the 5 personality traits of the OCEAN model taking into

account the Spanish language Tweets database can be found in Table 6.17.

In this case, there is no clear word embeddings model that provides the best

result for the five personality traits, since for 2 traits (conscientiousness and

extraversion) the best result was obtained with BERT, for other 2 (agree-

ableness and emotional stability) the best result was achieved with the fusion

of Word2Vec and GloVe, and for the missing trait (openness to experience)

using GloVe embeddings leads to the best result. For extraversion, agree-

ableness and emotional stability traits, an accuracy percentage > 80% was

achieved, which is a promising result for the task of automatic recognition of

personality traits through Spanish language texts; while for the traits open-

ness to experience and conscientiousness, the accuracy percentage is ≤ 61%,

where a kind of overfitting towards one of the two classes is observed, as

for example in the case of openness to experience trait, where the results

show that the classifier is good at discriminating the subjects belonging to

the class ‘strong presence’ of the trait but is bad at classifying the subjects

belonging to the class ‘weak presence’ of the trait, which may be due to an

imbalance between the number of samples for both classes when training the

models (see Table 5.3).
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Table 6.17. Results for bi-class system: weak presence vs strong presence

of the trait with the Spanish dataset from PAN-AP-2015.

Trait Feature Accuracy Sensitivity Specificity F1-score AUC

Open

Word2Vec 53.2 97.5 7.7 41.2 0.52

GloVe 55.7 92.5 17.9 48.5 0.59

Fusion 53.2 92.5 12.8 44.3 0.58

BERT 51.9 97.5 5.1 38.7 0.58

BETO 53.2 100.0 5.1 39.4 0.57

Cons

Word2Vec 59.5 51.8 78.3 61.1 0.71

GloVe 54.4 44.6 78.3 55.8 0.66

Fusion 59.5 50.0 82.6 60.9 0.72

BERT 60.8 50.0 87.0 62.0 0.73

BETO 59.5 51.8 78.2 61.1 0.73

Extr

Word2Vec 82.3 85.4 78.9 82.2 0.91

GloVe 86.1 95.1 76.3 85.9 0.93

Fusion 86.1 90.2 81.6 86.0 0.93

BERT 87.3 92.7 81.6 87.3 0.95

BETO 87.3 92.7 81.6 87.3 0.95

Agr

Word2Vec 78.5 78.3 78.8 78.6 0.88

GloVe 77.2 80.4 72.7 77.2 0.79

Fusion 82.3 84.8 78.8 82.3 0.89

BERT 81.0 95.7 60.6 80.1 0.85

BETO 77.2 87.0 63.6 76.8 0.83

Emot

Word2Vec 79.7 78.6 81.1 79.8 0.88

GloVe 67.1 66.7 67.6 67.1 0.76

Fusion 83.5 85.7 81.1 83.5 0.87

BERT 82.3 85.7 78.4 82.2 0.88

BETO 82.3 85.7 78.4 82.2 0.90

In Figure 6.4 we can observe the ROC curves for this bi-class classifi-

cation experiment with respect to different word embeddings and different

personality traits. As can be seen, the best performance in terms of AUC

values for 3 of the 5 traits (conscientiousness, extraversion and emotional sta-

bility) were obtained with the embeddings obtained from transformer-based
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models (BERT or BETO), and in general, comparing the performance in

terms of AUC of the five personality traits, the best performing traits were

extraversion, agreeableness and emotional stability (in that respective order).
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Figure 6.4. ROC curves obtained with Word2Vec, GloVe, Fusion:

Word2Vec + GloVe, BERT and BETO embeddings for Spanish dataset

from PAN-AP-2015.

Classification of personality traits into 3 levels

In Table 6.18 are the results of the LP vs MP vs HP classification of person-

ality traits. Similar to the bi-class classification case, there is no single word

embeddings model that serves to obtain the best result for all five traits.

The best result was obtained for extraversion trait with a F1-score of 80.2%

and κ = 0.69, followed by agreeableness trait with F1-score = 73.4% and

κ = 0.59. For the other 3 traits, promising results were also obtained in this

task of classifying the presence of the trait into 3 levels (accuracy ≥ 67%).
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Table 6.18. Tri-class classification results with the Spanish dataset from

PAN-AP-2015.

Trait Feature Accuracy F1-score UAR κ

Open

Word2Vec 62.0 59.0 56.3 0.35

GloVe 53.2 49.7 47.0 0.22

Fusion 67.1 62.6 59.9 0.42

BERT 62.0 54.5 50.5 0.29

BETO 65.8 62.0 56.0 0.38

Cons

Word2Vec 69.6 70.3 62.9 0.47

GloVe 67.1 67.0 57.7 0.41

Fusion 69.6 69.6 62.2 0.47

BERT 64.6 60.1 52.6 0.36

BETO 68.4 64.0 61.5 0.43

Extr

Word2Vec 77.2 76.4 72.0 0.63

GloVe 69.6 67.1 61.4 0.49

Fusion 79.7 78.7 74.3 0.67

BERT 81.0 80.2 76.2 0.69

BETO 81.0 79.4 74.8 0.69

Agr

Word2Vec 69.6 69.3 68.8 0.53

GloVe 60.8 59.3 57.3 0.38

Fusion 73.4 73.1 71.7 0.59

BERT 67.1 66.9 65.3 0.49

BETO 68.4 68.5 67.3 0.51

Emot

Word2Vec 72.2 71.3 68.6 0.56

GloVe 54.4 53.6 52.1 0.29

Fusion 64.6 63.6 61.4 0.44

BERT 65.8 63.7 60.5 0.45

BETO 65.8 64.3 61.2 0.45
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Table 6.19 shows the confusion matrices for this tri-class experiment. It

can be seen that the classifier was able to discriminate subjects in the ‘LP’

class (low presence of the trait) with high classification rates (from 70%

to 100%). The best result in terms of confusion matrix was obtained for

extraversion trait, followed by agreeableness and emotional stability traits.

Table 6.19. Confusion matrix for the classification of personality traits

into 3 levels with the Spanish dataset from PAN-AP-2015 (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Word2Vec

LP 82 3 15 87 11 2 92 5 3 79 15 6 86 11 3

MP 71 24 5 33 67 0 33 50 17 27 58 15 12 76 12

HP 37 0 63 17 48 35 13 13 74 20 10 70 22 33 45

GloVe

LP 74 8 18 87 9 4 97 0 3 73 27 0 71 18 11

MP 57 14 29 44 56 0 44 39 17 31 69 0 33 52 15

HP 42 5 53 22 48 30 26 26 48 30 40 30 17 50 33

Fusion

LP 92 0 8 89 9 2 95 0 5 85 12 3 79 21 0

MP 81 19 0 33 67 0 33 50 17 23 65 12 21 67 12

HP 32 0 68 17 52 31 13 9 78 15 20 65 22 39 39

BERT

LP 100 0 0 94 6 0 94 3 3 73 27 0 75 21 4

MP 90 10 0 44 56 0 28 55 17 15 73 12 21 79 0

HP 58 0 42 26 65 9 13 9 78 25 25 50 22 50 28

BETO

LP 97 0 3 94 4 2 97 0 1 73 27 0 71 25 4

MP 71 29 0 22 78 0 33 45 22 23 69 8 21 79 0

HP 58 0 42 30 57 13 13 4 83 30 10 60 17 50 33

LP: Low presence, MP: Medium presence, HP: High presence.

Comparison with respect to works in the literature

Similar to the comparison made with the English Tweets, in Table 6.20 it

is shown the comparison of our results taking into account the Tweets in

Spanish language with those results obtained in other works reported in the

literature. As can be seen, our results could not outperform the results of

the works reported in [38] and [17], but our work improved the results of the

works reported in [18] and [19] as follows: the average RMSE value for the
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five traits improved by 0.044 and the improvement of the RMSE value for

the OCEAN traits was by 0.029, 0.015, 0.059, 0.009, 0.04 respectively.

Table 6.20. Comparison of our regression model w.r.t. recent works with

the Spanish dataset from PAN-AP-2015.

Our approach [38] [17] [18] [19]

Trait r ρ MAE RMSE RMSE RMSE RMSE RMSE

Open 0.542 0.500 0.095 0.118 0.126 0.111 0.214 0.147

Cons 0.717 0.703 0.099 0.126 0.117 0.102 0.141 0.179

Extr 0.801 0.819 0.107 0.139 0.132 0.137 0.279 0.198

Agr 0.682 0.693 0.105 0.134 0.111 0.103 0.143 0.173

Emot 0.579 0.561 0.137 0.173 0.163 0.164 0.281 0.213

Average 0.664 0.655 0.109 0.138 0.130 0.123 0.212 0.182

6.2 Results with deep learning methods

In this section we will show the results obtained with the experiments taking

into account deep learning methods such as the architectures based on CNNs

and LSTMs, explained in 5.2.2. We will start with the results obtained with

the YouTube transliterations and then we will show the results with the

Twitter data.

6.2.1 Results with the English dataset from YouTube Personality

Personality trait estimation

In Table 6.21 and Table 6.22 we can observe the results of the regression

experiment where the scores for each of the five personality traits are pre-

dicted. These results are lower for all five traits if we compare them with

those obtained taking into account an SVR (see Table 6.1). From the results

we can observe a general behavior: better results are obtained when con-

sidering pre-trained embeddings and freezing the embedding layer, because

for the case of the CNN architecture, the five traits obtained the best result



90 6.2. Results with deep learning methods

considering this configuration (4 traits with pre-trained Word2Vec embed-

dings and 1 trait with pre-trained GloVe embeddings); and for the case of

the LSTM architecture, three of the five traits achieved the best result with

pre-trained Word2Vec embeddings and freezing the embedding layer. For the

case of the CNN architecture r, ρ ≥ 0.25 were achieved for conscientiousness,

extraversion and agreeableness traits, and the lowest result is for openness

to experience trait with r = 0.18, ρ = 0.18, MAE = 0.58 and RMSE = 0.72.

While for the case of the LSTM architecture, four of the five traits have

r, ρ ≤ 0.21, the exception being the agreeableness trait (best result) with

r = 0.28 and ρ = 0.23.
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Table 6.21. Results for personality trait estimation with the English

dataset from YouTube Personality considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.10 ± 0.03 0.09 ± 0.04 0.62 ± 0.01 0.78 ± 0.01

Word2Vec
No 0.16 ± 0.01 0.15 ± 0.02 0.59 ± 0.01 0.73 ± 0.00

Yes 0.18 ± 0.02 0.18 ± 0.02 0.58 ± 0.01 0.72 ± 0.01

GloVe
No 0.15 ± 0.03 0.14 ± 0.02 0.60 ± 0.01 0.75 ± 0.01

Yes 0.15 ± 0.03 0.15 ± 0.03 0.60 ± 0.01 0.75 ± 0.01

Cons

Keras No 0.17 ± 0.01 0.16 ± 0.02 0.64 ± 0.01 0.81 ± 0.01

Word2Vec
No 0.23 ± 0.02 0.23 ± 0.02 0.60 ± 0.00 0.76 ± 0.01

Yes 0.28 ± 0.02 0.28 ± 0.02 0.58 ± 0.01 0.75 ± 0.01

GloVe
No 0.25 ± 0.03 0.25 ± 0.03 0.60 ± 0.01 0.76 ± 0.01

Yes 0.26 ± 0.03 0.26 ± 0.03 0.60 ± 0.01 0.76 ± 0.01

Extr

Keras No 0.20 ± 0.02 0.22 ± 0.03 0.81 ± 0.01 0.99 ± 0.01

Word2Vec
No 0.29 ± 0.02 0.29 ± 0.02 0.77 ± 0.01 0.94 ± 0.01

Yes 0.32 ± 0.03 0.32 ± 0.03 0.76 ± 0.01 0.93 ± 0.01

GloVe
No 0.27 ± 0.02 0.27 ± 0.02 0.78 ± 0.01 0.95 ± 0.01

Yes 0.26 ± 0.01 0.26 ± 0.01 0.78 ± 0.00 0.95 ± 0.01

Agr

Keras No 0.21 ± 0.03 0.19 ± 0.04 0.71 ± 0.01 0.89 ± 0.01

Word2Vec
No 0.25 ± 0.02 0.23 ± 0.02 0.68 ± 0.00 0.86 ± 0.00

Yes 0.33 ± 0.02 0.30 ± 0.02 0.66 ± 0.01 0.83 ± 0.01

GloVe
No 0.24 ± 0.04 0.22 ± 0.05 0.68 ± 0.01 0.86 ± 0.01

Yes 0.28 ± 0.02 0.24 ± 0.02 0.68 ± 0.00 0.85 ± 0.01

Emot

Keras No 0.13 ± 0.02 0.11 ± 0.03 0.67 ± 0.01 0.84 ± 0.01

Word2Vec
No 0.19 ± 0.02 0.16 ± 0.03 0.62 ± 0.01 0.78 ± 0.01

Yes 0.21 ± 0.02 0.18 ± 0.02 0.61 ± 0.00 0.77 ± 0.00

GloVe
No 0.18 ± 0.04 0.15 ± 0.04 0.63 ± 0.01 0.80 ± 0.01

Yes 0.23 ± 0.02 0.20 ± 0.03 0.61 ± 0.01 0.77 ± 0.01
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Table 6.22. Results for personality trait estimation with the English

dataset from YouTube Personality considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.21 ± 0.03 0.19 ± 0.04 0.56 ± 0.01 0.70 ± 0.00

Word2Vec
No 0.16 ± 0.03 0.16 ± 0.03 0.57 ± 0.00 0.71 ± 0.00

Yes 0.17 ± 0.04 0.18 ± 0.04 0.57 ± 0.00 0.71 ± 0.00

GloVe
No 0.15 ± 0.03 0.14 ± 0.03 0.57 ± 0.01 0.72 ± 0.01

Yes 0.15 ± 0.03 0.15 ± 0.02 0.57 ± 0.00 0.72 ± 0.01

Cons

Keras No 0.13 ± 0.03 0.11 ± 0.02 0.61 ± 0.00 0.77 ± 0.00

Word2Vec
No 0.15 ± 0.03 0.11 ± 0.03 0.61 ± 0.00 0.77 ± 0.00

Yes 0.19 ± 0.03 0.17 ± 0.05 0.60 ± 0.01 0.76 ± 0.01

GloVe
No 0.09 ± 0.04 0.07 ± 0.04 0.63 ± 0.01 0.79 ± 0.01

Yes 0.13 ± 0.04 0.10 ± 0.05 0.62 ± 0.01 0.78 ± 0.01

Extr

Keras No 0.16 ± 0.05 0.12 ± 0.05 0.79 ± 0.01 0.97 ± 0.01

Word2Vec
No 0.17 ± 0.02 0.14 ± 0.02 0.80 ± 0.05 0.97 ± 0.00

Yes 0.19 ± 0.03 0.18 ± 0.02 0.79 ± 0.00 0.96 ± 0.00

GloVe
No 0.13 ± 0.04 0.12 ± 0.04 0.81 ± 0.01 0.98 ± 0.01

Yes 0.17 ± 0.02 0.17 ± 0.03 0.80 ± 0.01 0.97 ± 0.01

Agr

Keras No 0.23 ± 0.03 0.20 ± 0.03 0.68 ± 0.01 0.86 ± 0.01

Word2Vec
No 0.26 ± 0.03 0.22 ± 0.03 0.68 ± 0.01 0.86 ± 0.01

Yes 0.28 ± 0.04 0.23 ± 0.04 0.68 ± 0.01 0.85 ± 0.01

GloVe
No 0.25 ± 0.04 0.22 ± 0.04 0.69 ± 0.01 0.87 ± 0.01

Yes 0.26 ± 0.03 0.22 ± 0.03 0.69 ± 0.01 0.86 ± 0.01

Emot

Keras No 0.17 ± 0.05 0.14 ± 0.03 0.60 ± 0.01 0.77 ± 0.01

Word2Vec
No 0.09 ± 0.02 0.06 ± 0.02 0.62 ± 0.00 0.78 ± 0.00

Yes 0.12 ± 0.03 0.08 ± 0.03 0.61 ± 0.00 0.78 ± 0.00

GloVe
No 0.10 ± 0.04 0.06 ± 0.03 0.63 ± 0.01 0.79 ± 0.01

Yes 0.15 ± 0.02 0.11 ± 0.02 0.62 ± 0.00 0.78 ± 0.00

Weak vs. strong presence of each trait

The results of the bi-class experiment considering deep learning architec-

tures can be found in Table 6.23 and Table 6.24. Similar to what happened

in the regression experiments, the fact of using pre-trained embeddings and
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freezing the embedding layer provides the best results, since for the case of

the CNN architecture, the 5 traits obtained a better performance with this

configuration, and for the case of the LSTM architecture, 4 of the 5 traits

(except for conscientiousness) obtained the best performance making use of

the mentioned configuration. For this case of classification between weak

presence and strong presence of the traits, the performance was improved

compared to the performance obtained using a SVM with Gaussian kernel

(see Table 6.2) for the traits openness to experience (using a LSTM architec-

ture) and emotional stability (using a CNN architecture) by 2.2% and 0.4%

respectively.
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Table 6.23. Results for bi-class system: weak presence vs strong presence

of the trait with the English dataset from YouTube Personality considering

a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 53.7 ± 1.3 49.8 ± 6.1 57.6 ± 5.1 53.5 ± 1.4 0.56 ± 0.02

Word2Vec
No 56.3 ± 2.7 56.8 ± 5.5 55.7 ± 6.6 56.1 ± 2.8 0.60 ± 0.03

Yes 58.2 ± 1.0 58.4 ± 4.1 58.1 ± 4.1 58.2 ± 1.0 0.61 ± 0.01

GloVe
No 56.0 ± 2.5 54.5 ± 4.8 57.5 ± 6.1 55.9 ± 2.5 0.59 ± 0.03

Yes 57.9 ± 1.8 55.0 ± 3.0 60.7 ± 4.6 57.8 ± 1.8 0.61 ± 0.02

Cons

Keras No 59.0 ± 1.8 50.6 ± 6.4 66.8 ± 3.5 58.6 ± 2.1 0.64 ± 0.02

Word2Vec
No 59.8 ± 1.2 55.3 ± 2.7 63.9 ± 3.1 59.7 ± 1.2 0.64 ± 0.02

Yes 62.2 ± 1.5 58.4 ± 4.0 65.6 ± 2.1 62.1 ± 1.6 0.67 ± 0.01

GloVe
No 60.3 ± 2.3 55.5 ± 3.0 64.7 ± 4.9 60.1 ± 2.2 0.65 ± 0.02

Yes 58.7 ± 1.9 52.7 ± 5.2 64.4 ± 4.9 58.5 ± 2.0 0.63 ± 0.02

Extr

Keras No 57.3 ± 2.0 46.7 ± 4.8 67.2 ± 5.7 56.7 ± 1.9 0.61 ± 0.02

Word2Vec
No 61.3 ± 2.1 54.8 ± 3.8 67.6 ± 3.5 61.2 ± 2.2 0.66 ± 0.02

Yes 61.5 ± 1.7 55.6 ± 2.5 67.0 ± 4.3 61.3 ± 1.6 0.67 ± 0.02

GloVe
No 59.7 ± 1.9 52.5 ± 4.4 66.4 ± 4.6 59.4 ± 1.9 0.64 ± 0.02

Yes 59.3 ± 2.2 54.5 ± 5.2 63.8 ± 4.5 59.2 ± 2.3 0.63 ± 0.02

Agr

Keras No 60.3 ± 2.2 44.7 ± 5.3 73.6 ± 2.5 59.3 ± 2.5 0.65 ± 0.02

Word2Vec
No 60.6 ± 2.3 48.3 ± 5.0 71.1 ± 3.0 60.0 ± 2.5 0.66 ± 0.02

Yes 62.3 ± 1.7 53.1 ± 3.9 70.2 ± 1.8 62.0 ± 1.9 0.68 ± 0.01

GloVe
No 59.9 ± 2.4 47.8 ± 6.5 70.2 ± 3.6 59.3 ± 2.7 0.66 ± 0.02

Yes 61.1 ± 1.4 51.0 ± 5.1 69.7 ± 3.6 60.6 ± 1.6 0.66 ± 0.02

Emot

Keras No 56.3 ± 1.6 56.7 ± 7.7 55.9 ± 6.2 56.1 ± 1.6 0.59 ± 0.02

Word2Vec
No 55.7 ± 1.7 54.9 ± 6.3 56.5 ± 6.9 55.5 ± 1.8 0.59 ± 0.01

Yes 56.8 ± 1.7 57.5 ± 6.2 56.2 ± 7.4 56.6 ± 1.7 0.60 ± 0.02

GloVe
No 55.7 ± 2.1 55.5 ± 5.8 55.9 ± 4.4 55.9 ± 2.1 0.58 ± 0.03

Yes 57.2 ± 1.6 56.5 ± 3.8 57.8 ± 4.8 57.1 ± 1.6 0.60 ± 0.01
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Table 6.24. Results for bi-class system: weak presence vs strong presence

of the trait with the English dataset from YouTube Personality considering

a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 56.0 ±1.5 48.9 ± 5.0 63.1 ± 4.6 55.7 ± 1.6 0.60 ± 0.01

Word2Vec
No 57.7 ± 1.6 60.2 ± 5.8 55.1 ± 5.0 57.5 ± 1.6 0.61 ± 0.01

Yes 58.2 ± 1.2 63.3 ± 7.9 53.1 ± 7.9 57.8 ± 1.4 0.62 ± 0.01

GloVe
No 58.6 ± 1.6 63.0 ± 5.7 54.3 ± 6.3 58.4 ± 1.6 0.62 ± 0.01

Yes 58.7 ± 2.0 60.8 ± 4.3 56.6 ± 4.7 58.6 ± 2.0 0.63 ± 0.02

Cons

Keras No 55.0 ± 1.2 33.4 ± 5.1 75.2 ± 4.0 52.8 ± 1.8 0.59 ± 0.02

Word2Vec
No 56.0 ± 2.7 37.8 ± 5.8 73.1 ± 3.9 54.5 ± 3.0 0.61 ± 0.03

Yes 56.6 ± 1.2 39.1 ± 4.1 72.9 ± 2.2 55.2 ± 1.6 0.61 ± 0.02

GloVe
No 57.2 ± 2.2 47.3 ± 4.8 66.5 ± 4.2 56.7 ± 2.3 0.62 ± 0.02

Yes 56.5 ± 1.7 45.7 ± 4.3 66.7 ± 2.1 56.0 ± 1.9 0.60 ± 0.02

Extr

Keras No 52.6 ± 1.6 24.7 ± 3.7 78.7 ± 3.7 48.8 ± 1.9 0.54 ± 0.02

Word2Vec
No 54.8 ± 1.4 48.1 ± 4.1 61.1 ± 3.8 54.5 ± 1.5 0.58 ± 0.01

Yes 56.5 ± 1.9 49.1 ± 5.0 63.3 ± 5.4 56.2 ± 1.9 0.60 ± 0.01

GloVe
No 56.3 ± 1.9 46.1 ± 3.6 65.8 ± 3.0 55.8 ± 1.9 0.59 ± 0.01

Yes 56.6 ± 1.4 52.2 ± 5.6 60.8 ± 3.2 56.5 ± 1.6 0.60 ± 0.01

Agr

Keras No 58.6 ± 1.2 34.2 ± 7.0 79.4 ± 5.0 56.1 ± 2.2 0.62 ± 0.02

Word2Vec
No 60.1 ± 1.9 39.5 ± 6.2 77.7 ± 3.7 58.4 ± 2.4 0.64 ± 0.03

Yes 60.1 ± 2.4 42.7 ± 6.9 75.0 ± 4.4 58.8 ± 2.7 0.65 ± 0.02

GloVe
No 58.9 ± 2.0 41.5 ± 4.0 73.8 ± 1.4 57.7 ± 2.3 0.63 ± 0.03

Yes 59.4 ± 1.5 40.4 ± 4.0 75.6 ± 4.0 58.0 ± 1.5 0.63 ± 0.02

Emot

Keras No 54.4 ± 1.6 52.5 ± 5.6 56.2 ± 5.5 54.2 ± 1.7 0.57 ± 0.02

Word2Vec
No 52.7 ± 2.3 46.5 ± 7.0 58.8 ± 3.8 52.4 ± 2.6 0.56 ± 0.03

Yes 54.9 ± 3.1 51.2 ± 6.9 58.6 ± 6.3 54.7 ± 3.1 0.59 ± 0.03

GloVe
No 51.4 ± 1.3 50.1 ± 4.4 52.8 ± 4.0 51.4 ± 1.3 0.53 ± 0.02

Yes 53.6 ± 2.9 50.0 ± 4.1 57.1 ± 5.5 53.4 ± 2.9 0.55 ± 0.03

ROC curves of this bi-class classification experiment considering CNN and

LSTM architectures can be found in Figure 6.5. As can be seen, the CNN

architecture taking into account the pre-trained embeddings of Word2Vec

and freezing the embedding layer provides the best results in terms of AUC

for 4 of the 5 traits, with the openness to experience trait being the exception,

for which the best result in terms of AUC was obtained with the LSTM
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architecture and taking into account the pre-trained embeddings of GloVe

and freezing the embedding layer as well.
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Figure 6.5. ROC curves obtained for English dataset from YouTube

Personality considering CNN and LSTM architectures. Keras: Keras

embedding layer trained from scratch, W2v: pre-trained Word2Vec

embeddings, Glv: pre-trained GloVe embeddings, F: Freezing the

embedding layer, NF: No freezing the embedding layer.

Classification of personality traits into 3 levels

The results of the LP vs MP vs HP tri-class classification experiment con-

sidering CNN and LSTM architectures can be found in Table 6.25 and Ta-

ble 6.27. Similar to the case of regression and bi-class classification exper-

iments, the best results were obtained when the embedding layer is frozen,

and in general, when the pre-trained Word2Vec embeddings are taken into

account, since for the CNN architecture for 4 of the 5 traits the best results

were achieved with this configuration and for the LSTM architecture this

happens with 3 of the 5 traits. Comparing these results with those obtained

with the SVM (see Table 6.3), we can observe that in general, the SVM
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obtained better results, with the only difference being that with the CNN

architecture we were able to improve the performance for the openness to ex-

perience trait by 0.6% in terms of the F1-score metric. Similarly, in general

terms, better results were obtained with the CNN architecture than with the

LSTM architecture, since only for the emotional stability trait the LSTM

architecture provided the best performance, for the other 4 features CNN

won. The confusion matrices are shown in Table 6.26 and Table 6.28. We

can observe similar behavior to the triclass classification case with a SVM

with Gaussian kernel (see Table 6.4), where the classifier tends to confuse

the samples among the 3 classes. We also observe that the CNN architec-

ture gives better results in terms of confusion matrix compared to the LSTM

architecture for the first 3 personality traits of the OCEAN model, where it

achieves to classify the target class with slightly higher accuracy.
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Table 6.25. Tri-class classification results with the English dataset from

YouTube Personality considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 39.1 ± 2.1 38.2 ± 2.1 38.2 ± 2.1 0.07 ± 0.03

Word2Vec
No 41.0 ± 2.0 40.8 ± 2.2 40.6 ± 2.1 0.11 ± 0.03

Yes 41.8 ± 1.6 41.6 ± 1.6 41.3 ± 1.6 0.12 ± 0.02

GloVe
No 40.2 ± 2.1 39.8 ± 2.2 39.6 ± 2.2 0.09 ± 0.03

Yes 41.7 ± 2.0 41.3 ± 2.1 41.2 ± 2.0 0.12 ± 0.03

Cons

Keras No 40.7 ± 1.7 39.9 ± 1.5 40.1 ± 1.6 0.10 ± 0.02

Word2Vec
No 42.1 ± 2.7 41.6 ± 2.8 41.7 ± 2.7 0.13 ± 0.04

Yes 44.9 ± 1.8 44.5 ± 2.0 44.6 ± 1.8 0.17 ± 0.03

GloVe
No 42.9 ± 1.2 42.4 ± 1.2 42.6 ± 1.1 0.14 ± 0.02

Yes 42.6 ± 1.7 42.1 ± 1.6 42.2 ± 1.7 0.13 ± 0.03

Extr

Keras No 38.3 ± 1.5 37.9 ± 1.5 37.9 ± 1.5 0.07 ± 0.02

Word2Vec
No 41.8 ± 2.2 41.6 ± 2.2 41.6 ± 2.2 0.12 ± 0.03

Yes 42.3 ± 1.3 42.1 ± 1.2 42.1 ± 1.3 0.13 ± 0.02

GloVe
No 41.8 ± 2.2 41.7 ± 2.3 41.5 ± 2.3 0.12 ± 0.03

Yes 40.9 ± 3.0 40.6 ± 3.0 40.7 ± 3.0 0.11 ± 0.05

Agr

Keras No 42.1 ± 2.1 42.1 ± 2.0 42.0 ± 2.0 0.13 ± 0.03

Word2Vec
No 44.6 ± 2.2 44.4 ± 2.2 44.4 ± 2.2 0.17 ± 0.03

Yes 45.2 ± 1.3 45.0 ± 1.3 45.0 ± 1.3 0.18 ± 0.02

GloVe
No 42.6 ± 1.5 42.4 ± 1.6 42.5 ± 1.5 0.14 ± 0.02

Yes 42.8 ± 2.5 42.8 ± 2.6 42.7 ± 2.6 0.14 ± 0.04

Emot

Keras No 35.0 ± 1.6 34.9 ± 1.7 35.0 ± 1.7 0.02 ± 0.02

Word2Vec
No 37.4 ± 1.2 37.2 ± 1.1 37.3 ± 1.2 0.06 ± 0.02

Yes 37.6 ± 1.5 37.5 ± 1.5 37.6 ± 1.5 0.06 ± 0.02

GloVe
No 38.0 ± 2.7 37.9 ± 2.6 37.9 ± 2.7 0.07 ± 0.04

Yes 37.9 ± 1.8 37.7 ± 1.9 37.8 ± 1.8 0.07 ± 0.03
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Table 6.26. Confusion matrix for the classification of personality traits

into 3 levels with the English dataset from YouTube Personality considering

a CNN architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 36 44 20 57 25 18 47 36 17 47 31 22 40 34 26

MP 29 53 18 43 27 30 42 37 21 28 42 30 34 34 32

HP 33 42 25 33 31 37 36 36 28 22 40 38 30 39 31

W2v-F

LP 42 40 18 55 27 18 48 33 19 56 26 18 43 33 24

MP 30 49 21 36 33 31 38 37 25 26 43 31 31 37 32

HP 26 40 34 25 28 47 27 32 41 23 40 37 30 37 33

Glv-F

LP 46 37 17 53 30 17 48 31 21 51 29 20 43 31 26

MP 31 49 20 45 29 26 38 36 26 26 41 33 34 36 30

HP 30 42 28 29 26 45 33 29 38 23 41 36 31 35 34

W2v-NF

LP 38 41 21 53 29 18 51 31 18 55 25 20 44 32 24

MP 28 49 23 41 29 30 40 36 24 28 41 31 34 35 31

HP 29 36 35 29 29 42 32 30 38 25 37 38 31 35 34

Glv-NF

LP 42 38 20 53 27 20 48 33 19 51 27 22 42 34 24

MP 30 48 22 42 29 29 37 39 24 29 40 31 32 37 31

HP 30 41 29 29 26 45 28 35 37 24 39 37 30 35 35

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.
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Table 6.27. Tri-class classification results with the English dataset from

YouTube Personality considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 37.6 ± 1.5 32.4 ± 1.9 35.6 ± 1.5 0.03 ± 0.02

Word2Vec
No 38.9 ± 1.3 35.6 ± 1.5 37.2 ± 1.2 0.06 ± 0.02

Yes 39.6 ± 1.7 36.8 ± 2.4 38.0 ± 1.9 0.07 ± 0.03

GloVe
No 39.6 ± 1.6 38.2 ± 1.5 38.5 ± 1.5 0.08 ± 0.02

Yes 38.1 ± 2.4 36.8 ± 2.4 37.0 ± 2.4 0.06 ± 0.04

Cons

Keras No 39.5 ± 1.9 35.0 ± 3.9 38.0 ± 2.2 0.07 ± 0.03

Word2Vec
No 39.7 ± 2.6 37.1 ± 3.2 38.5 ± 2.7 0.08 ± 0.04

Yes 42.8 ± 1.7 41.7 ± 1.9 42.2 ± 1.8 0.13 ± 0.03

GloVe
No 40.4 ± 2.4 39.0 ± 2.8 39.6 ± 2.5 0.10 ± 0.04

Yes 40.3 ± 1.8 39.2 ± 1.7 39.6 ± 1.8 0.10 ± 0.03

Extr

Keras No 37.0 ± 1.8 33.4 ± 2.3 35.7 ± 1.9 0.04 ± 0.03

Word2Vec
No 38.5 ± 2.7 37.5 ±2.9 37.8 ± 2.8 0.06 ± 0.04

Yes 39.2 ± 2.0 38.3 ± 2.4 38.6 ± 2.1 0.08 ± 0.03

GloVe
No 39.2 ± 2.2 38.7 ± 2.1 38.7 ± 2.1 0.08 ± 0.03

Yes 40.0 ± 2.4 39.7 ± 2.5 39.6 ± 2.4 0.10 ± 0.04

Agr

Keras No 38.5 ± 1.4 37.7 ± 1.7 38.3 ± 1.4 0.07 ± 0.02

Word2Vec
No 40.1 ± 1.4 39.5 ± 1.7 39.9 ± 1.4 0.09 ± 0.02

Yes 43.1 ± 2.2 42.6 ± 2.3 43.0 ± 2.2 0.14 ± 0.03

GloVe
No 40.0 ± 1.9 39.3 ± 2.1 39.7 ± 2.0 0.10 ± 0.03

Yes 42.1 ± 2.0 41.5 ± 2.1 41.9 ± 2.1 0.13 ± 0.03

Emot

Keras No 36.6 ± 1.2 35.2 ± 1.0 36.4 ± 1.1 0.05 ± 0.02

Word2Vec
No 38.5 ± 2.5 37.7 ± 2.6 38.3 ± 2.5 0.08 ± 0.04

Yes 39.9 ± 1.2 39.2 ± 1.4 39.7 ± 1.2 0.10 ± 0.02

GloVe
No 36.6 ± 1.7 36.3 ± 1.9 36.5 ± 1.8 0.05 ± 0.03

Yes 36.9 ± 1.9 36.6 ± 2.1 36.8 ± 2.0 0.05 ± 0.03
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Table 6.28. Confusion matrix for the classification of personality traits

into 3 levels with the English dataset from YouTube Personality considering

a LSTM architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 33 63 4 73 15 12 60 33 7 42 42 16 37 40 23

MP 26 68 6 63 22 15 55 38 7 33 47 20 31 52 17

HP 21 73 6 60 21 19 62 28 10 26 48 26 34 46 20

W2v-F

LP 37 54 9 59 23 18 55 28 17 57 28 15 50 28 22

MP 28 62 10 49 27 24 55 31 14 36 34 30 36 41 23

HP 25 60 15 40 20 40 46 24 30 26 36 38 39 34 27

Glv-F

LP 41 46 13 58 23 19 47 36 17 54 31 15 39 33 28

MP 32 51 17 46 27 27 43 42 15 37 41 22 30 43 26

HP 30 51 19 41 26 33 40 30 30 33 37 30 37 36 27

W2v-NF

LP 36 56 7 66 20 14 54 31 15 50 33 17 47 32 21

MP 26 63 11 59 23 18 52 34 14 37 39 24 36 44 20

HP 22 65 13 50 24 26 50 24 26 33 37 30 39 37 24

Glv-NF

LP 43 43 14 60 20 20 46 36 18 52 33 15 36 35 29

MP 33 52 15 48 27 25 42 42 16 36 41 23 28 44 28

HP 30 49 21 44 24 32 43 29 28 33 40 27 34 37 29

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.

6.2.2 Results with the Spanish dataset from YouTube Personality

Personality trait estimation

The results of personality trait estimation (regression experiments) for the

YouTube transliterations in Spanish language taking into account deep learn-

ing methods such as the CNN and LSTM architectures can be found in Ta-

ble 6.29 and Table 6.30. As can be seen, the best results were obtained when

considering the pre-trained word embeddings of Word2Vec and GloVe and

freezing the embedding layer, since for the CNN architecture the best result
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was achieved in all the five traits considering this configuration and for the

LSTM architecture this was achieved in four of the five traits. Similarly, com-

paring the regression performance of the CNN architecture with the LSTM

architecture, we can observe that the performance of the CNN architecture

is superior to the LSTM architecture for conscientiousness, extraversion and

agreeableness traits, while for openness to experience and emotional stability

traits, the LSTM architecture performs better. Now, compared to the SVR

results with the Spanish transliterations (see Table 6.7), the performance of

the openness to experience trait was improved with the LSTM architecture

as follows: r, ρ by 0.1 and MAE,RMSE by 0.01. The best result between the

two architectures for this regression experiment was given for conscientious-

ness trait with r = 0.25, ρ = 0.27, MAE = 0.61 and RMSE = 0.78.
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Table 6.29. Results for personality trait estimation with the Spanish

dataset from YouTube Personality considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.08 ± 0.03 0.07 ± 0.04 0.69 ± 0.01 0.87 ± 0.02

Word2Vec
No 0.07 ± 0.04 0.06 ± 0.05 0.62 ± 0.01 0.77 ± 0.01

Yes 0.08 ± 0.03 0.07 ± 0.03 0.62 ± 0.01 0.77 ± 0.01

GloVe
No 0.08 ± 0.02 0.09 ± 0.02 0.62 ± 0.01 0.78 ± 0.01

Yes 0.10 ± 0.02 0.10 ± 0.02 0.62 ± 0.01 0.78 ± 0.01

Cons

Keras No 0.12 ± 0.04 0.11 ± 0.04 0.72 ± 0.02 0.89 ± 0.02

Word2Vec
No 0.21 ± 0.02 0.20 ± 0.03 0.62 ± 0.01 0.79 ± 0.01

Yes 0.22 ± 0.03 0.21 ± 0.04 0.61 ± 0.01 0.78 ± 0.01

GloVe
No 0.24 ± 0.02 0.25 ± 0.02 0.61 ± 0.01 0.78 ± 0.01

Yes 0.25 ± 0.03 0.27 ± 0.04 0.61 ± 0.01 0.78 ± 0.01

Extr

Keras No 0.15 ± 0.03 0.17 ± 0.03 0.86 ± 0.01 1.06 ± 0.01

Word2Vec
No 0.20 ± 0.02 0.20 ± 0.02 0.82 ± 0.01 0.99 ± 0.01

Yes 0.23 ± 0.02 0.22 ± 0.03 0.80 ± 0.01 0.97 ± 0.01

GloVe
No 0.18 ± 0.03 0.19 ± 0.03 0.82 ± 0.01 0.99 ± 0.01

Yes 0.19 ± 0.02 0.20 ± 0.02 0.81 ± 0.01 0.99 ± 0.01

Agr

Keras No 0.16 ± 0.02 0.15 ± 0.02 0.78 ± 0.01 0.97 ± 0.01

Word2Vec
No 0.17 ± 0.05 0.15 ± 0.05 0.73 ± 0.02 0.90 ± 0.02

Yes 0.24 ± 0.04 0.22 ± 0.04 0.71 ± 0.01 0.88 ± 0.01

GloVe
No 0.14 ± 0.03 0.14 ± 0.03 0.74 ± 0.01 0.92 ± 0.01

Yes 0.18 ± 0.03 0.18 ± 0.03 0.73 ± 0.01 0.91 ± 0.01

Emot

Keras No 0.12 ± 0.03 0.11 ± 0.04 0.73 ± 0.01 0.91 ± 0.01

Word2Vec
No 0.15 ± 0.04 0.14 ± 0.04 0.64 ± 0.01 0.81 ± 0.01

Yes 0.17 ± 0.03 0.15 ± 0.03 0.64 ± 0.01 0.81 ± 0.01

GloVe
No 0.15 ± 0.03 0.14 ± 0.03 0.67 ± 0.01 0.83 ± 0.01

Yes 0.16 ± 0.02 0.15 ± 0.03 0.66 ± 0.01 0.82 ± 0.01
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Table 6.30. Results for personality trait estimation with the Spanish

dataset from YouTube Personality considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.05 ± 0.05 0.05 ± 0.05 0.58 ± 0.00 0.72 ± 0.01

Word2Vec
No 0.09 ± 0.04 0.10 ± 0.04 0.58 ± 0.00 0.72 ± 0.00

Yes 0.18 ± 0.02 0.16 ± 0.03 0.57 ± 0.00 0.71 ± 0.00

GloVe
No 0.13 ± 0.04 0.12 ± 0.04 0.57 ± 0.00 0.71 ± 0.00

Yes 0.23 ± 0.02 0.22 ± 0.02 0.56 ± 0.00 0.70 ± 0.00

Cons

Keras No 0.14 ± 0.04 0.12 ± 0.04 0.60 ± 0.00 0.76 ± 0.01

Word2Vec
No 0.14 ± 0.02 0.11 ± 0.02 0.61 ± 0.01 0.77 ± 0.01

Yes 0.15 ± 0.04 0.14 ± 0.04 0.60 ± 0.01 0.76 ± 0.01

GloVe
No 0.12 ± 0.05 0.11 ± 0.06 0.60 ± 0.01 0.77 ± 0.00

Yes 0.16 ± 0.05 0.15 ± 0.04 0.60 ± 0.01 0.76 ± 0.01

Extr

Keras No 0.13 ± 0.04 0.05 ± 0.05 0.81 ± 0.01 0.97 ± 0.01

Word2Vec
No 0.14 ± 0.06 0.11 ± 0.05 0.81 ± 0.01 0.97 ± 0.01

Yes 0.17 ± 0.03 0.15 ± 0.04 0.80 ± 0.01 0.97 ± 0.01

GloVe
No 0.13 ± 0.03 0.07 ± 0.04 0.80 ± 0.00 0.97 ± 0.01

Yes 0.14 ± 0.03 0.11 ± 0.04 0.80 ± 0.01 0.97 ± 0.01

Agr

Keras No 0.22 ± 0.03 0.19 ± 0.02 0.68 ± 0.01 0.86 ± 0.01

Word2Vec
No 0.22 ± 0.02 0.21 ± 0.02 0.68 ± 0.00 0.86 ± 0.00

Yes 0.21 ± 0.03 0.19 ± 0.03 0.68 ± 0.01 0.86 ± 0.01

GloVe
No 0.15 ± 0.04 0.15 ± 0.03 0.68 ± 0.01 0.87 ± 0.00

Yes 0.14 ± 0.03 0.13 ± 0.04 0.68 ± 0.01 0.87 ± 0.00

Emot

Keras No 0.21 ± 0.02 0.17 ± 0.02 0.60 ± 0.00 0.76 ± 0.00

Word2Vec
No 0.18 ± 0.02 0.15 ± 0.03 0.60 ± 0.00 0.77 ± 0.00

Yes 0.23 ± 0.02 0.18 ± 0.02 0.60 ± 0.01 0.76 ± 0.00

GloVe
No 0.17 ± 0.05 0.14 ± 0.05 0.60 ± 0.01 0.77 ± 0.01

Yes 0.15 ± 0.02 0.14 ± 0.02 0.60 ± 0.00 0.77 ± 0.00

Weak vs. strong presence of each trait

The results of the binary classification between weak presence and strong

presence of personality traits considering CNNs and LSTMs are found in Ta-

ble 6.31 and Table 6.32 respectively. Similar to the regression case, it is
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appropriate to use the pre-trained word embeddings from either Word2Vec

or GloVe and freezing the embedding layer, as most of the best results were

obtained when the neural network is set up in this way: in 3 out of 5 traits for

the CNN architecture and in 4 out of 5 traits for the LSTM architecture. Bet-

ter results were achieved with the CNN architecture, since only for the open-

ness to experience trait the best performance was achieved with the LSTM

architecture. The best performance for this experiment (between LSTMs

and CNNs) was achieved for the agreeableness trait with accuracy = 60%,

AUC = 0.62. Comparing these results with those obtained by the SVM

(see Table 6.8), only for openness to experience trait the performance was

improved by 5.7% in terms of accuracy.
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Table 6.31. Results for bi-class system: weak presence vs strong presence

of the trait with the Spanish dataset from YouTube Personality considering

a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 51.1 ± 1.8 45.1 ± 8.1 57.1 ± 8.9 50.6 ± 1.8 0.52 ± 0.02

Word2Vec
No 53.2 ± 2.5 50.4 ±3.9 56.0 ± 3.3 53.1 ± 2.5 0.55 ± 0.03

Yes 54.0 ± 2.2 51.5 ± 4.9 56.5 ± 3.6 53.9 ± 2.2 0.55 ± 0.02

GloVe
No 52.6 ± 2.0 50.5 ± 4.4 54.7 ± 3.5 52.5 ± 2.0 0.55 ± 0.01

Yes 53.4 ± 2.0 49.5 ± 4.3 57.2 ± 2.9 53.2 ± 2.1 0.55 ± 0.02

Cons

Keras No 57.2 ± 1.5 44.8 ± 3.6 68.8 ± 3.9 56.5 ± 1.5 0.61 ± 0.02

Word2Vec
No 58.5 ± 1.5 54.0 ± 3.3 62.6 ± 2.2 58.4 ± 1.6 0.62 ± 0.02

Yes 58.5 ± 2.1 52.8 ± 4.0 63.8 ± 1.9 58.4 ± 2.2 0.62 ± 0.01

GloVe
No 58.2 ± 2.0 54.4 ± 4.3 61.7 ± 2.0 58.1 ± 2.1 0.62 ± 0.02

Yes 59.4 ± 2.0 56.1 ± 2.8 62.6 ± 3.3 59.4 ± 2.0 0.64 ± 0.02

Extr

Keras No 56.8 ± 1.5 42.9 ± 4.2 69.7 ± 2.6 55.9 ± 1.7 0.60 ± 0.02

Word2Vec
No 57.8 ± 1.4 52.5 ± 3.7 62.8 ± 3.5 57.7 ± 1.4 0.62 ± 0.02

Yes 58.2 ± 1.3 50.8 ± 2.8 65.1 ± 2.3 58.0 ± 1.4 0.62 ± 0.02

GloVe
No 57.2 ± 2.4 49.4 ± 4.7 64.5 ± 4.3 56.9 ± 2.4 0.61 ± 0.02

Yes 56.1 ± 1.9 45.6 ± 2.9 65.8 ± 2.9 55.6 ± 1.9 0.59 ± 0.02

Agr

Keras No 58.9 ± 1.0 35.5 ± 3.5 78.8 ± 3.1 56.7 ± 1.2 0.63 ± 0.02

Word2Vec
No 59.1 ± 1.9 42.4 ± 3.4 73.4 ± 3.1 58.1 ± 1.9 0.63 ± 0.02

Yes 59.1 ± 2.4 41.2 ± 2.9 74.3 ± 3.4 57.8 ± 2.4 0.64 ± 0.03

GloVe
No 60.0 ± 1.4 40.0 ± 3.7 77.2 ± 1.2 58.5 ± 1.8 0.62 ± 0.02

Yes 58.6 ± 1.9 35.6 ± 4.5 78.1 ± 3.3 56.5 ± 2.2 0.63 ± 0.02

Emot

Keras No 56.7 ± 1.1 56.6 ± 6.5 56.7 ± 7.0 56.5 ± 1.3 0.60 ± 0.01

Word2Vec
No 54.6 ± 2.3 54.9 ± 4.4 54.2 ± 4.5 54.5 ± 2.3 0.58 ± 0.03

Yes 55.7 ± 1.9 56.3 ± 3.3 55.1 ± 2.3 55.7 ± 1.9 0.59 ± 0.02

GloVe
No 57.1 ± 1.1 55.5 ± 3.2 58.8 ± 2.9 57.1 ± 1.1 0.61 ± 0.01

Yes 55.5 ± 2.5 54.2 ± 3.7 56.8 ± 5.9 55.4 ± 2.4 0.59 ± 0.02
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Table 6.32. Results for bi-class system: weak presence vs strong presence

of the trait with the Spanish dataset from YouTube Personality considering

a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 54.0 ± 1.7 41.7 ± 4.3 66.1 ± 3.9 53.2 ± 1.9 0.58 ± 0.01

Word2Vec
No 56.5 ± 1.4 53.0 ± 5.7 59.9 ± 5.9 56.3 ± 1.4 0.59 ± 0.01

Yes 57.7 ± 2.3 55.9 ± 7.1 59.5 ± 5.5 57.5 ± 2.4 0.61 ± 0.02

GloVe
No 56.7 ± 1.2 48.7 ± 7.1 64.5 ± 5.9 56.2 ± 1.6 0.60 ± 0.01

Yes 58.0 ± 1.8 56.0 ± 6.7 60.0 ± 7.9 57.8 ± 1.7 0.62 ± 0.02

Cons

Keras No 53.4 ± 1.7 34.5 ± 7.4 71.1 ± 5.8 51.5 ± 2.7 0.56 ± 0.02

Word2Vec
No 51.1 ± 2.0 35.7 ± 9.4 65.6 ± 7.3 49.6 ± 2.8 0.52 ± 0.03

Yes 52.4 ± 2.1 37.6 ± 9.0 66.2 ± 8.6 51.0 ± 2.2 0.54 ± 0.02

GloVe
No 54.6 ± 1.8 42.1 ± 7.3 66.2 ± 5.0 53.7 ± 2.3 0.57 ± 0.02

Yes 55.0 ± 1.5 41.1 ± 3.5 67.8 ± 3.0 54.1 ± 1.6 0.58 ± 0.02

Extr

Keras No 55.3 ± 1.0 35.1 ± 5.0 74.2 ± 4.2 53.4 ± 1.5 0.58 ± 0.01

Word2Vec
No 57.5 ± 1.2 47.4 ± 8.2 67.0 ± 8.0 56.8 ± 1.3 0.61 ± 0.02

Yes 58.1 ± 1.1 46.8 ± 4.4 68.6 ± 3.4 57.5 ± 1.3 0.62 ± 0.01

GloVe
No 55.2 ± 1.8 39.9 ± 10.1 69.5 ± 8.8 53.7 ± 2.7 0.58 ± 0.03

Yes 57.4 ± 1.4 48.3 ± 8.4 66.0 ± 6.5 56.8 ± 1.9 0.60 ± 0.01

Agr

Keras No 56.2 ± 1.4 27.9 ± 8.8 80.4 ± 6.3 52.5 ± 3.1 0.57 ± 0.02

Word2Vec
No 54.7 ± 1.7 29.4 ± 6.9 76.3 ± 4.9 51.8 ± 2.7 0.55 ± 0.03

Yes 56.6 ± 2.6 34.2 ± 6.6 75.7 ± 4.5 54.5 ± 3.1 0.58 ± 0.03

GloVe
No 54.5 ± 1.0 24.9 ± 6.1 79.7 ± 4.7 50.5 ± 2.4 0.54 ± 0.03

Yes 55.9 ± 2.1 24.9 ± 4.5 82.3 ± 4.5 51.7 ± 2.4 0.56 ± 0.02

Emot

Keras No 54.1 ± 2.1 53.2 ± 4.5 54.9 ± 3.2 54.0 ± 2.1 0.57 ± 0.02

Word2Vec
No 51.7 ± 1.9 53.2 ± 9.4 50.2 ± 9.8 51.3 ± 2.0 0.54 ± 0.02

Yes 51.0 ± 1.3 47.5 ± 12.1 54.4 ± 13.6 50.1 ± 1.2 0.51 ± 0.02

GloVe
No 51.9 ± 1.4 43.3 ± 10.2 60.4 ± 11.8 51.0 ± 1.3 0.53 ± 0.03

Yes 52.4 ± 1.6 45.2 ± 10.4 59.5 ± 8.7 51.7 ± 2.1 0.54 ± 0.02

The ROC curves of this bi-class experiment can be found in Figure 6.6,

where the behavior of CNN and LSTM architectures can be observed. In

general, the performance is better when CNN-based architectures are taken

into account, since for 4 of the 5 traits (except for openness to experience)

better results were obtained in terms of AUC values. Now, regarding the type

of embedding used, as previously mentioned, better results are obtained when
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considering pre-trained word embeddings, and in this case, specifically those

based on GloVe, since with these word embeddings better AUC values were

obtained (see green and gray curves in the graphs for the different traits).
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Figure 6.6. ROC curves obtained for Spanish dataset from YouTube

Personality considering CNN and LSTM architectures. Keras: Keras

embedding layer trained from scratch, W2v: pre-trained Word2Vec

embeddings, Glv: pre-trained GloVe embeddings, F: Freezing the

embedding layer, NF: No freezing the embedding layer.

Classification of personality traits into 3 levels

The results of the tri-class classification experiments taking into account

Spanish transliterations and architectures based on CNNs and LSTMs can

be found in Table 6.33 and Table 6.35. As we can observe from the results, for

both architectures better results are achieved when pre-trained embeddings

are considered, but for the case of the architecture based on CNNs, the

embedding layer should not be frozen; while for the architecture with LSTMs

it is better if the embedding layer is frozen in order to obtain better results.

Continuing in these line, if we compare the results obtained between CNNs
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and LSTMs, the CNN wins as it provided the best results in three of five

traits: conscientiousness, extraversion and agreeableness. Now, if we compare

these results with those obtained with the classical method (see Table 6.9),

we realize that only the performance in terms of F1-score was improved for

the openness to experience trait (by 0.6% with the CNN architecture and by

2.6% with the LSTM architecture) and also for the emotional stability trait

by 0.9% considering a neural network with LSTMs. The confusion matrices

can be found in Table 6.34 and Table 6.36. In this case, the algorithms

with CNNs and the LSTMs were able to better discriminate the subjects

belonging to the ‘low presence’ class than the subjects of the ‘high presence’

class, since in most cases and features, the percentage of classification of the

LP class is higher than the percentage of classification of the HP class.
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Table 6.33. Tri-class classification results with the Spanish dataset from

YouTube Personality considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 37.3 ± 1.7 31.9 ± 2.8 35.2 ± 1.8 0.03 ± 0.03

Word2Vec
No 38.5 ± 2.0 36.6 ± 2.0 37.3 ± 1.9 0.06 ± 0.03

Yes 38.0 ± 1.1 35.3 ± 1.7 36.5 ± 1.1 0.05 ± 0.02

GloVe
No 38.4 ± 1.0 36.3 ± 1.8 37.2 ± 1.1 0.06 ± 0.02

Yes 38.4 ± 0.9 35.2 ± 1.6 36.7 ± 1.0 0.05 ± 0.01

Cons

Keras No 40.0 ± 2.3 37.8 ± 2.8 38.9 ± 2.4 0.09 ± 0.04

Word2Vec
No 41.1 ± 2.5 40.5 ± 2.6 40.6 ± 2.5 0.11 ± 0.04

Yes 41.2 ± 2.4 40.2 ± 2.5 40.8 ± 2.3 0.11 ± 0.04

GloVe
No 41.4 ± 2.3 40.2 ± 2.3 40.7 ± 2.3 0.11 ± 0.03

Yes 42.2 ± 1.7 41.2 ± 1.6 41.6 ± 1.7 0.13 ± 0.03

Extr

Keras No 37.8 ± 0.9 35.6 ± 1.38 36.8 ± 0.9 0.05 ± 0.01

Word2Vec
No 40.5 ± 1.7 39.9 ± 1.7 40.1 ± 1.6 0.10 ± 0.02

Yes 40.3 ± 1.9 39.8 ± 1.9 39.8 ± 1.8 0.10 ± 0.02

GloVe
No 38.1 ± 1.5 36.7 ± 2.1 37.4 ± 1.6 0.06 ± 0.02

Yes 38.0 ± 1.6 37.3 ± 1.7 37.5 ± 1.6 0.06 ± 0.02

Agr

Keras No 42.4 ± 1.3 41.4 ± 1.4 42.6 ± 1.3 0.14 ± 0.01

Word2Vec
No 41.5 ± 1.2 41.3 ± 1.1 41.3 ± 1.1 0.12 ± 0.02

Yes 41.0 ± 2.1 40.5 ± 2.2 40.8 ± 2.2 0.11 ± 0.03

GloVe
No 42.8 ± 1.4 42.0 ± 1.8 42.6 ± 1.4 0.14 ± 0.02

Yes 41.9 ± 1.6 41.1 ± 1.6 41.7 ± 1.6 0.13 ± 0.02

Emot

Keras No 37.2 ± 1.8 36.7 ± 2.0 37.1 ± 1.7 0.06 ± 0.03

Word2Vec
No 37.3 ± 2.0 36.9 ± 2.2 37.2 ± 2.0 0.06 ± 0.03

Yes 36.7 ± 1.9 36.5 ± 1.9 36.6 ± 1.9 0.05 ± 0.03

GloVe
No 36.6 ± 2.2 36.1 ± 2.3 36.6 ± 2.2 0.05 ± 0.03

Yes 37.0 ± 2.0 36.4 ± 2.1 36.9 ± 2.0 0.05 ± 0.03
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Table 6.34. Confusion matrix for the classification of personality traits

into 3 levels with the Spanish dataset from YouTube Personality

considering a CNN architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 24 70 6 65 21 14 60 30 10 50 32 18 40 34 26

MP 23 72 5 55 24 21 56 31 13 27 48 25 28 41 31

HP 26 64 9 47 26 27 52 28 20 24 46 30 29 41 30

W2v-F

LP 29 58 13 53 26 21 51 32 17 47 34 19 42 32 26

MP 24 63 13 44 26 30 42 37 21 30 46 24 29 37 34

HP 24 59 17 32 25 43 39 29 32 30 40 30 31 38 31

Glv-F

LP 29 60 11 57 23 20 50 33 17 53 28 19 39 36 25

MP 23 66 11 42 29 29 45 35 20 36 43 21 31 40 29

HP 25 59 16 34 27 39 41 32 27 35 36 29 31 37 32

W2v-NF

LP 36 49 15 54 28 18 50 31 19 46 33 21 41 35 24

MP 29 57 14 45 31 24 41 39 20 28 43 29 28 41 31

HP 30 50 20 33 30 37 39 30 31 24 42 34 28 42 30

Glv-NF

LP 36 51 13 59 23 18 49 37 14 56 25 19 42 32 26

MP 32 57 11 43 27 30 45 41 14 35 43 22 34 34 32

HP 33 49 18 37 26 37 41 36 23 34 36 30 32 34 34

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.
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Table 6.35. Tri-class classification results with the Spanish dataset from

YouTube Personality considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 37.1 ± 1.4 30.8 ± 1.2 34.9 ± 1.2 0.02 ± 0.02

Word2Vec
No 37.3 ± 1.5 33.4 ± 2.5 35.5 ± 1.6 0.03 ± 0.03

Yes 39.1 ± 1.9 35.6 ± 2.4 37.4 ± 1.9 0.06 ± 0.03

GloVe
No 38.3 ± 2.1 33.8 ± 2.4 36.5 ± 2.1 0.05 ± 0.03

Yes 40.0 ± 1.5 37.5 ± 2.3 38.6 ± 1.7 0.08 ± 0.03

Cons

Keras No 38.4 ± 1.9 33.7 ± 3.4 36.8 ± 2.0 0.05 ± 0.03

Word2Vec
No 37.9 ± 1.8 36.0 ± 2.2 36.9 ± 1.9 0.06 ± 0.03

Yes 38.5 ± 1.5 36.3 ± 1.9 37.4 ± 1.6 0.06 ± 0.02

GloVe
No 39.7 ± 2.4 37.6 ± 2.8 38.6 ± 2.4 0.08 ± 0.04

Yes 40.5 ± 1.7 38.4 ± 2.3 39.4 ± 1.8 0.09 ± 0.03

Extr

Keras No 38.2 ± 2.3 35.2 ± 3.8 37.1 ± 2.4 0.06 ± 0.04

Word2Vec
No 38.7 ± 1.3 37.8 ± 1.3 38.1 ± 1.3 0.07 ± 0.02

Yes 37.9 ± 1.8 37.5 ± 1.9 37.6 ± 1.8 0.06 ± 0.03

GloVe
No 37.2 ± 1.9 35.6 ± 2.6 36.4 ± 2.0 0.05 ± 0.03

Yes 37.5 ± 1.7 36.1 ± 2.2 36.8 ± 1.8 0.05 ± 0.03

Agr

Keras No 38.3 ± 1.6 37.1 ± 1.9 38.0 ± 1.6 0.07 ± 0.02

Word2Vec
No 39.6 ± 2.0 38.5 ± 2.1 39.3 ± 2.0 0.09 ± 0.03

Yes 40.0 ± 1.6 38.8 ± 1.8 39.7 ± 1.6 0.10 ± 0.02

GloVe
No 38.8 ± 1.9 38.0 ± 1.7 38.6 ± 1.8 0.08 ± 0.03

Yes 38.3 ± 1.5 37.3 ± 1.2 38.0 ± 1.4 0.07 ± 0.02

Emot

Keras No 36.0 ± 1.0 35.0 ± 1.7 35.9 ± 1.1 0.04 ± 0.02

Word2Vec
No 38.0 ± 1.6 37.7 ± 1.5 38.0 ± 1.6 0.07 ± 0.02

Yes 38.1 ± 1.5 37.8 ± 1.5 38.1 ± 1.5 0.07 ± 0.02

GloVe
No 35.2 ± 1.7 34.2 ± 1.6 35.1 ± 1.6 0.03 ± 0.02

Yes 35.1 ± 1.3 34.5 ± 1.1 35.0 ± 1.2 0.02 ± 0.02
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Table 6.36. Confusion matrix for the classification of personality traits

into 3 levels with the Spanish dataset from YouTube Personality

considering a LSTM architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 30 66 4 73 20 7 64 26 10 42 41 17 32 50 18

MP 26 71 3 67 25 8 61 30 9 30 50 20 27 50 23

HP 26 71 3 67 21 13 61 22 17 28 51 21 24 50 26

W2v-F

LP 38 56 6 63 23 14 45 33 22 54 28 18 40 32 28

MP 28 62 10 54 27 19 43 33 24 37 43 20 31 41 28

HP 26 62 12 52 25 23 37 28 35 41 36 23 34 33 33

Glv-F

LP 37 56 7 64 19 17 53 33 14 47 34 19 39 38 24

MP 27 62 11 51 27 22 48 34 18 36 44 20 34 40 26

HP 24 59 17 49 25 26 43 33 24 39 37 24 31 42 27

W2v-NF

LP 39 53 8 60 23 17 51 32 17 52 31 17 40 35 25

MP 32 60 8 54 26 20 45 36 19 36 44 20 31 42 27

HP 32 60 8 50 25 25 40 32 28 39 39 22 32 37 31

Glv-NF

LP 39 57 4 64 22 14 52 33 15 48 31 21 40 37 23

MP 31 64 5 55 28 17 48 37 15 37 41 22 34 39 27

HP 28 65 7 49 27 24 44 36 20 36 38 26 33 40 27

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.

6.2.3 Results with the English dataset from PAN-AP-2015

In this case, we took into account the database per Tweet (14152 samples for

training and 13178 for testing), in order to have more samples when train-

ing the architectures. The predictions of the neural networks are given per

Tweet, but the reported metrics correspond to the performance on the test

set taking into account the database per subject (152 samples for training

and 142 for testing). We went from the predictions per Tweet to the predic-

tions and metrics per subject as follows: for the regression case we considered

the average of each subject’s predictions, for the bi-class and tri-class classi-
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fication case we considered the mode of the subject’s predictions. Thus, for

example, for the case of bi-class classification, if 70 out of 100 predictions

(mode) for a subject say that the subject belongs to class 0 (weak presence

of the trait), then the subject is predicted as belonging to class 0. The re-

gression case works in a similar way, where the average is taken instead of

the mode, since the predictions are real values and not binary values as in

the case of bi-class classification.

Personality trait estimation

The results taking into account deep learning methods and using English

Tweets can be found in Table 6.37 and Table 6.38. As can be seen, similar

to the results with the YouTube database, better results are obtained when

considering pre-trained embeddings, but with the difference that it is better

not to freeze the embedding layer, since for example for the CNN architec-

ture, in the 5 traits of the OCEAN model the best results were achieved

taking into account this configuration and for the LSTM architecture the

best result was achieved for two traits: extraversion and emotional stability.

Comparing the performance of CNNs with the performance of LSTMs, it is

observed that architectures based on CNNs are better for this regression task

for the five traits since they obtain better results than LSTMs, and compar-

ing the results obtained with these deep learning methods with respect to

those obtained with SVR (see Table 6.11), we can observe that the classical

methods achieved better results in general, but, with the CNN architecture

some metrics were improved: Pearson’s correlation coefficient, r, by 0.047

for the conscientiousness trait and by 0.131 for agreeableness trait and the

Spearman correlation coefficient, ρ, by 0.072 for agreeableness trait.
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Table 6.37. Results for personality trait estimation with the English

dataset from PAN-AP-2015 considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.531 0.550 0.126 0.147

Word2Vec
No 0.545 0.625 0.122 0.141

Yes 0.515 0.518 0.124 0.142

GloVe
No 0.564 0.598 0.123 0.141

Yes 0.533 0.532 0.127 0.143

Cons

Keras No 0.632 0.674 0.111 0.136

Word2Vec
No 0.604 0.617 0.111 0.135

Yes 0.523 0.520 0.114 0.138

GloVe
No 0.648 0.671 0.109 0.134

Yes 0.554 0.565 0.112 0.137

Extr

Keras No 0.368 0.413 0.120 0.152

Word2Vec
No 0.400 0.382 0.119 0.151

Yes 0.269 0.282 0.123 0.156

GloVe
No 0.371 0.355 0.122 0.153

Yes 0.426 0.433 0.120 0.154

Agr

Keras No 0.495 0.397 0.110 0.143

Word2Vec
No 0.470 0.372 0.109 0.144

Yes 0.436 0.307 0.111 0.145

GloVe
No 0.580 0.447 0.109 0.142

Yes 0.506 0.391 0.111 0.145

Emot

Keras No 0.586 0.590 0.171 0.204

Word2Vec
No 0.622 0.619 0.173 0.204

Yes 0.583 0.597 0.174 0.206

GloVe
No 0.590 0.590 0.173 0.206

Yes 0.537 0.507 0.176 0.209
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Table 6.38. Results for personality trait estimation with the English

dataset from PAN-AP-2015 considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.445 0.465 0.127 0.145

Word2Vec
No 0.452 0.459 0.129 0.149

Yes 0.432 0.431 0.131 0.149

GloVe
No 0.495 0.506 0.127 0.147

Yes 0.412 0.387 0.131 0.150

Cons

Keras No 0.552 0.615 0.114 0.138

Word2Vec
No 0.475 0.474 0.116 0.141

Yes 0.428 0.397 0.119 0.144

GloVe
No 0.591 0.604 0.112 0.136

Yes 0.512 0.512 0.118 0.142

Extr

Keras No 0.178 0.146 0.124 0.157

Word2Vec
No 0.310 0.192 0.124 0.156

Yes 0.334 0.245 0.124 0.156

GloVe
No 0.253 0.174 0.122 0.154

Yes 0.286 0.165 0.123 0.154

Agr

Keras No 0.342 0.288 0.114 0.149

Word2Vec
No 0.320 0.326 0.113 0.148

Yes 0.344 0.200 0.116 0.151

GloVe
No 0.275 0.260 0.115 0.151

Yes 0.367 0.347 0.111 0.147

Emot

Keras No 0.515 0.573 0.180 0.212

Word2Vec
No 0.521 0.522 0.175 0.207

Yes 0.517 0.500 0.180 0.212

GloVe
No 0.498 0.528 0.180 0.214

Yes 0.503 0.528 0.178 0.210
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Weak vs. strong presence of each trait

The bi-class classification results between weak presence and strong pres-

ence considering architectures with CNN and LSTM can be found in Ta-

ble 6.39 and Table 6.40 respectively. Comparing the results between the

two architectures we observed that the CNN architecture gave better results

for openness to experience, extraversion and agreeableness traits; while for

conscientiousness and emotional stability traits, better results were achieved

with the LSTM architecture. The best result between the two architectures

was achieved for openness to experience trait with accuracy = 72.5% and

AUC = 0.75, followed by the emotional stability trait with accuracy = 70.4%

and AUC = 0.75; while the lowest result was obtained for the agreeableness

trait with accuracy = 55.6% and AUC = 0.52. Compared to the SVM re-

sults (see Table 6.12), no improvement was achieved, however the results are

similar, especially for example for emotional stability trait (0.6% difference

in accuracy). Apart from the above, it is worth noting that some of the low

results in terms of the specificity metric may be due to the fact that the

neural networks is overfitted towards the ‘strong presence’ class, as there is

a considerably higher number of subjects belonging to this class compared

to the number of subjects in the ‘weak presence’ class for some traits (see

Table 5.2).
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Table 6.39. Results for bi-class system: weak presence vs strong presence

of the trait with the English dataset from PAN-AP-2015 considering a CNN

architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 71.8 95.8 23.4 66.6 0.79

Word2Vec
No 69.7 97.9 12.8 61.6 0.79

Yes 68.3 97.9 8.5 58.9 0.73

GloVe
No 72.5 97.9 21.3 66.5 0.75

Yes 68.3 98.9 6.4 57.9 0.71

Cons

Keras No 64.8 94.5 33.3 61.0 0.81

Word2Vec
No 66.2 58.9 73.9 66.0 0.76

Yes 67.6 61.6 73.9 67.5 0.75

GloVe
No 56.3 17.8 97.1 48.4 0.80

Yes 64.1 42.5 86.9 62.3 0.75

Extr

Keras No 56.3 69.9 42.0 55.5 0.62

Word2Vec
No 59.9 68.5 50.7 59.5 0.66

Yes 57.0 71.2 42.0 56.1 0.59

GloVe
No 57.0 95.9 15.9 48.7 0.60

Yes 60.6 87.7 31.9 57.1 0.59

Agr

Keras No 51.4 100.0 0.0 34.9 0.53

Word2Vec
No 53.5 100.0 4.3 39.5 0.52

Yes 55.6 100.0 8.7 43.7 0.52

GloVe
No 51.4 100.0 0.0 34.9 0.52

Yes 52.1 100.0 1.4 36.5 0.52

Emot

Keras No 70.4 85.7 43.1 68.9 0.75

Word2Vec
No 67.6 84.6 37.3 65.6 0.73

Yes 62.0 92.3 7.8 53.1 0.71

GloVe
No 64.1 93.4 11.8 56.1 0.64

Yes 68.3 84.6 39.2 66.5 0.71
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Table 6.40. Results for bi-class system: weak presence vs strong presence

of the trait with the English dataset from PAN-AP-2015 considering a

LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 71.1 98.9 15.0 63.3 0.77

Word2Vec
No 68.3 97.9 8.5 58.9 0.73

Yes 67.6 97.9 6.4 57.5 0.70

GloVe
No 71.8 98.9 17.0 64.6 0.70

Yes 69.0 98.9 8.5 59.3 0.71

Cons

Keras No 70.4 49.3 92.8 69.0 0.83

Word2Vec
No 67.6 52.1 84.1 66.8 0.81

Yes 64.8 58.9 71.0 64.7 0.69

GloVe
No 52.1 9.6 97.1 41.0 0.74

Yes 58.7 26.0 91.3 52.9 0.71

Extr

Keras No 58.5 61.6 55.1 58.4 0.64

Word2Vec
No 59.2 83.6 33.3 56.3 0.61

Yes 58.5 21.9 97.1 51.8 0.65

GloVe
No 56.3 23.3 91.3 50.8 0.65

Yes 53.5 31.5 76.8 51.1 0.63

Agr

Keras No 52.1 100.0 1.5 36.5 0.52

Word2Vec
No 51.4 98.6 1.5 36.1 0.50

Yes 51.4 100.0 0.0 34.9 0.49

GloVe
No 50.7 98.6 0.0 34.6 0.54

Yes 51.4 100.0 0.0 34.9 0.48

Emot

Keras No 66.9 76.9 49.0 66.5 0.75

Word2Vec
No 70.4 72.5 66.7 70.8 0.75

Yes 64.1 100.0 0.0 50.1 0.59

GloVe
No 61.3 47.3 86.3 61.2 0.77

Yes 63.4 98.9 0.0 49.7 0.59

The ROC curves of this bi-class experiment between weak presence and

strong presence of personality traits are presented in Figure 6.7. As we can

observe, in general, in terms of the AUC metric, the values obtained with

the CNN were superior to those obtained with the LSTM for openness to
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experience, extraversion and emotional stability traits; while the LSTM was

superior to the CNN for conscientiousness and agreeableness traits. We can

also observe that in terms of AUC, for the embedding layer, the Keras word

embeddings trained from scratch were useful, since they are in the highest

AUC results for the 5 traits (see dark blue and brown curves).
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Figure 6.7. ROC curves obtained for English dataset from PAN-AP-2015

considering CNN and LSTM architectures. Keras: Keras embedding layer

trained from scratch, W2v: pre-trained Word2Vec embeddings, Glv:

pre-trained GloVe embeddings, F: Freezing the embedding layer, NF: No

freezing the embedding layer.

Classification of personality traits into 3 levels

The tri-class classification results considering English Twitter data and ar-

chitectures based on CNNs and LSTMs can be found in Table 6.41 and Ta-

ble 6.43 respectively. We observed a general behavior for the results with

LSTMs: for the five traits of the OCEAN model, the best results were ob-

tained considering pre-trained embeddings and without freezing the embed-

ding layer (3 traits with Word2Vec pre-trained embeddings and 2 traits with
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GloVe pre-trained embeddings). For the case of the architecture with CNNs,

the best results were obtained with different configurations: for 3 traits the

best performance was obtained with the GloVe pre-trained embeddings and

for the other 2 traits the best performance was obtained taking into account

the Keras embeddings trained from scratch. Now, if we directly compare the

results obtained with CNNs and the results obtained with LSTMS, we can

observe that CNNs obtained better results for conscientiousness, extraversion

and agreeableness traits; while for openness to experience and emotional sta-

bility traits, better results were achieved considering LSTMs. The confusion

matrices can be found in Table 6.42 and Table 6.44. Directly comparing the

performance of CNNs and LSTMs in terms of the confusion matrices, we

can observe that LSTMs perform better in 3 of the 5 traits: openness to ex-

perience, conscientiousness and emotional stability; while CNNs performed

better in extraversion and agreeableness traits. We can also observe that

for the extraversion and emotional stability traits, there is an overfitting of

the classifiers towards the ‘high presence’ class, because they classify this

class very well but cannot discriminate the subjects of the ‘low presence’ or

‘medium presence’ classes, perhaps because the number of subjects of the

‘high presence’ class to train the systems is considerably higher than the

number of samples of the other two classes (see Table 5.2).
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Table 6.41. Tri-class classification results with the English dataset from

PAN-AP-2015 considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 47.9 39.6 47.0 0.21

Word2Vec
No 48.6 41.9 47.8 0.22

Yes 50.0 42.3 49.1 0.24

GloVe
No 45.8 37.4 44.8 0.18

Yes 52.8 45.6 52.0 0.28

Cons

Keras No 45.8 44.1 43.4 0.14

Word2Vec
No 40.8 38.8 42.7 0.12

Yes 33.8 28.7 32.8 -0.02

GloVe
No 35.2 28.1 38.2 0.07

Yes 40.1 38.2 39.3 0.07

Extr

Keras No 52.8 37.9 35.0 0.04

Word2Vec
No 51.4 34.9 33.3 0.00

Yes 50.7 34.6 32.9 -0.01

GloVe
No 51.4 34.9 33.3 0.00

Yes 51.4 34.9 33.3 0.00

Agr

Keras No 53.5 41.5 37.2 0.07

Word2Vec
No 60.6 54.6 47.9 0.25

Yes 57.0 48.6 42.6 0.16

GloVe
No 64.8 60.9 54.1 0.35

Yes 54.2 44.6 39.2 0.10

Emot

Keras No 36.6 19.6 33.3 0.00

Word2Vec
No 36.6 19.6 33.3 0.00

Yes 36.6 19.6 33.3 0.00

GloVe
No 36.6 20.8 33.5 0.00

Yes 36.6 20.9 33.5 0.00
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Table 6.42. Confusion matrix for the classification of personality traits

into 3 levels with the English dataset from PAN-AP-2015 considering a

CNN architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 51 0 49 14 52 34 0 0 100 6 0 94 0 0 100

MP 17 2 80 0 73 28 0 5 95 0 9 91 0 0 100

HP 12 0 88 0 56 44 0 0 100 2 2 96 0 0 100

W2v-F

LP 55 0 45 0 62 38 0 0 100 12 0 88 0 0 100

MP 20 4 76 0 73 27 0 0 100 0 20 80 0 0 100

HP 12 0 88 0 74 26 1 0 99 1 3 96 0 0 100

Glv-F

LP 62 0 38 14 45 41 0 0 100 12 0 88 3 0 97

MP 22 6 72 0 70 30 0 0 100 0 11 89 4 0 96

HP 12 0 88 0 66 34 0 0 100 1 4 95 2 0 98

W2v-NF

LP 53 0 47 21 62 17 0 0 100 18 0 82 0 0 100

MP 20 6 74 0 80 20 0 0 100 0 31 69 0 0 100

HP 16 0 84 3 70 27 0 0 100 1 4 95 0 0 100

Glv-NF

LP 43 0 57 7 90 3 0 0 100 24 0 76 3 0 97

MP 15 2 83 0 93 7 0 0 100 0 46 54 0 0 100

HP 10 0 90 0 85 15 0 0 100 3 4 93 2 0 98

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.
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Table 6.43. Tri-class classification results with the English dataset from

PAN-AP-2015 considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 49.4 48.1 49.4 0.24

Word2Vec
No 57.0 56.9 57.3 0.36

Yes 43.7 34.3 42.6 0.14

GloVe
No 42.3 32.5 41.2 0.12

Yes 49.4 47.5 49.4 0.24

Cons

Keras No 36.6 32.2 39.3 0.07

Word2Vec
No 38.7 34.2 42.1 0.11

Yes 42.3 40.9 39.2 0.06

GloVe
No 43.0 41.3 40.0 0.07

Yes 31.0 19.0 34.8 0.02

Extr

Keras No 50.7 34.6 32.9 -0.01

Word2Vec
No 52.1 36.4 34.1 0.02

Yes 51.4 34.9 33.3 0.00

GloVe
No 51.4 34.9 33.3 0.00

Yes 51.4 34.9 33.3 0.00

Agr

Keras No 56.3 46.7 41.1 0.14

Word2Vec
No 57.0 47.2 41.6 0.15

Yes 52.1 36.4 34.3 0.02

GloVe
No 55.6 51.5 46.6 0.21

Yes 51.4 37.2 34.3 0.02

Emot

Keras No 37.3 21.1 34.2 0.01

Word2Vec
No 36.6 20.9 33.5 0.00

Yes 36.6 19.6 33.3 0.00

GloVe
No 45.8 34.2 44.9 0.17

Yes 36.6 19.6 33.3 0.00
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Table 6.44. Confusion matrix for the classification of personality traits

into 3 levels with the English dataset from PAN-AP-2015 considering a

LSTM architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 43 4 53 14 72 14 0 0 100 12 0 88 3 0 97

MP 13 26 61 0 85 15 0 0 100 0 14 86 0 0 100

HP 8 12 80 0 81 19 1 0 99 1 1 98 0 0 100

W2v-F

LP 30 0 70 14 34 52 0 0 100 0 0 100 0 0 100

MP 9 2 89 0 60 40 0 0 100 0 3 97 0 0 100

HP 4 0 96 0 56 44 0 0 100 0 0 100 0 0 100

Glv-F

LP 34 15 51 0 97 3 0 0 100 0 0 100 0 0 100

MP 15 31 54 0 98 2 0 0 100 0 6 94 0 0 100

HP 6 10 84 0 93 7 0 0 100 1 1 98 0 0 100

W2v-NF

LP 68 32 0 17 69 14 0 0 100 12 0 88 3 0 97

MP 28 61 11 0 90 10 0 2 98 0 14 86 2 0 98

HP 26 31 43 0 81 19 0 0 100 1 0 99 2 0 98

Glv-NF

LP 26 0 74 14 27 59 0 0 100 15 9 76 38 0 62

MP 7 2 91 0 63 37 0 0 100 0 46 54 37 0 63

HP 4 0 96 0 56 44 0 0 100 1 19 80 4 0 96

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.

6.2.4 Results with the Spanish dataset from PAN-AP-2015

Similar to the case of the English database, in this case of Spanish language,

the predictions of the neural networks are given per Tweet, but the metrics

reported correspond to the performance on the test set taking into account

the database per subject (9132 samples for training and 7729 for testing).

See subsection 6.2.3 for more details on how to switch from prediction per

Tweet to prediction per subject.
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Personality trait estimation

The results of the regression experiment considering Spanish Tweets and con-

sidering CNN and LSTM architectures can be found in Table 6.45 and Ta-

ble 6.46 respectively. As can be seen, it is useful if pre-trained word embed-

dings are considered (especially those based on GloVe) and the embedding

layer is frozen, since with this configuration the best results were achieved in

the 5 traits of the OCEAN model for the CNN architecture and in 3 of the 5

traits for the LSTM architecture. If we directly compare the results obtained

with the CNN and those obtained with the LSTM, we can observe that the

CNN obtained the best results for the 5 traits; now, if we compare the results

of these two deep learning methods (CNN and LSTM architectures) for this

regression task with the results of the classic method (SVR), it is observed

that in general the SVR performs better (see Table 6.16), but with certain

exceptions such as: i) taking into account a CNN-based architecture, it was

possible to improve the r by 0.018 for the openness to experience trait, also

the r, ρ was improved by 0.061 and 0.056 respectively for agreeableness trait

and likewise the r, ρ was improved by 0.039 and 0.076 respectively for the

emotional stability trait; and ii) taking into account an architecture based

on LSTM, an improvement was achieved for the trait emotional stability by

0.048 and 0.046 respectively for r and ρ respectively.
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Table 6.45. Results for personality trait estimation with the Spanish

dataset from PAN-AP-2015 considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.521 0.462 0.102 0.126

Word2Vec
No 0.533 0.478 0.101 0.126

Yes 0.487 0.455 0.104 0.131

GloVe
No 0.560 0.482 0.101 0.126

Yes 0.220 0.167 0.106 0.134

Cons

Keras No 0.675 0.716 0.121 0.149

Word2Vec
No 0.632 0.698 0.122 0.151

Yes 0.682 0.725 0.142 0.172

GloVe
No 0.665 0.697 0.118 0.147

Yes 0.519 0.624 0.133 0.161

Extr

Keras No 0.665 0.658 0.141 0.181

Word2Vec
No 0.664 0.668 0.140 0.180

Yes 0.684 0.706 0.143 0.183

GloVe
No 0.701 0.703 0.140 0.180

Yes 0.629 0.663 0.145 0.186

Agr

Keras No 0.699 0.726 0.137 0.168

Word2Vec
No 0.743 0.749 0.134 0.163

Yes 0.654 0.677 0.136 0.168

GloVe
No 0.712 0.714 0.135 0.166

Yes 0.572 0.585 0.142 0.173

Emot

Keras No 0.606 0.581 0.166 0.190

Word2Vec
No 0.618 0.637 0.163 0.187

Yes 0.592 0.636 0.167 0.192

GloVe
No 0.559 0.561 0.165 0.190

Yes 0.592 0.530 0.169 0.196
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Table 6.46. Results for personality trait estimation with the Spanish

dataset from PAN-AP-2015 considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
r ρ MAE RMSE

Open

Keras No 0.424 0.407 0.105 0.132

Word2Vec
No 0.242 0.214 0.107 0.133

Yes 0.392 0.367 0.106 0.132

GloVe
No 0.323 0.371 0.106 0.136

Yes 0.119 0.084 0.108 0.135

Cons

Keras No 0.640 0.691 0.126 0.155

Word2Vec
No 0.574 0.634 0.140 0.171

Yes 0.610 0.662 0.133 0.160

GloVe
No 0.545 0.582 0.125 0.154

Yes 0.522 0.579 0.136 0.164

Extr

Keras No 0.611 0.674 0.147 0.189

Word2Vec
No 0.545 0.614 0.146 0.187

Yes 0.639 0.684 0.146 0.186

GloVe
No 0.532 0.591 0.145 0.188

Yes 0.546 0.597 0.149 0.190

Agr

Keras No 0.659 0.679 0.140 0.173

Word2Vec
No 0.510 0.557 0.141 0.174

Yes 0.471 0.508 0.144 0.176

GloVe
No 0.592 0.600 0.138 0.171

Yes 0.456 0.511 0.146 0.177

Emot

Keras No 0.600 0.565 0.170 0.197

Word2Vec
No 0.627 0.601 0.172 0.197

Yes 0.548 0.558 0.174 0.200

GloVe
No 0.563 0.524 0.175 0.201

Yes 0.588 0.587 0.173 0.199
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Weak vs. strong presence of each trait

The bi-class classification results between weak presence and strong presence

of personality traits are found in Table 6.47 and Table 6.48. For both archi-

tectures (based on CNN and based on LSTM) it was useful to use pre-trained

word embeddings (especially those based on Word2Vec) to achieve better re-

sults; since for the CNN architecture, for 3 of the 5 traits the best results were

achieved taking into account the pre-trained word embeddings and freezing

the embedding layer; while in the case of the LSTM architecture, also for 3

of the 5 traits of the OCEAN model the best results were achieved taking

into account the pre-trained word embeddings but without freezing the em-

bedding layer. If we directly compare the performance of the architecture

based on CNNs with the performance of the architecture based on LSTM, we

observe that they have a similar performance but the LSTM architecture pre-

sented better performance in 3 of the 5 traits: conscientiousness, extraversion

and emotional stability. Now, if we compare the performance of the CNNs

and LSTMs with respect to the performance of the SVM (see Table 6.17), we

notice that in general, the results with the SVM are superior, except for the

conscientiousness trait, where we were able to improve the accuracy percent-

age by 5% considering an architecture based on LSTM. We can also observe

that some specificity values are very low and the sensitivity values are very

high in some cases (especially for openness to experience and agreeableness

traits), this may be due to the fact that the classifiers present a type of over-

fitting towards the samples of the ‘strong presence’ class, and this is because

in the training of the models, there was a considerably larger quantity of the

samples of the ‘strong presence’ class compared to the quantity of samples

of the ‘weak presence’ class (see Table 5.3).
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Table 6.47. Results for bi-class system: weak presence vs strong presence

of the trait with the Spanish dataset from PAN-AP-2015 considering a

CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 50.6 100.0 0.0 34.0 0.50

Word2Vec
No 49.4 97.5 0.0 33.5 0.58

Yes 49.4 97.5 0.0 33.5 0.51

GloVe
No 49.4 97.5 0.0 33.5 0.60

Yes 50.6 100.0 0.0 34.0 0.63

Cons

Keras No 55.7 41.1 91.3 56.1 0.74

Word2Vec
No 45.6 30.3 82.6 45.0 0.70

Yes 65.8 60.7 78.3 67.4 0.71

GloVe
No 63.3 58.9 73.9 65.0 0.70

Yes 62.0 55.3 78.3 63.7 0.73

Extr

Keras No 51.9 100.0 0.0 35.5 0.88

Word2Vec
No 59.5 97.6 18.4 51.7 0.86

Yes 68.4 95.1 39.5 65.5 0.91

GloVe
No 52.0 100.0 0.0 35.5 0.83

Yes 58.2 100.0 13.2 48.2 0.87

Agr

Keras No 58.2 100.0 0.0 42.9 0.49

Word2Vec
No 72.2 97.8 36.4 68.6 0.85

Yes 62.0 100.0 9.1 51.0 0.85

GloVe
No 74.7 95.7 45.5 72.5 0.86

Yes 62.0 97.8 12.1 52.5 0.75

Emot

Keras No 72.2 57.1 89.2 71.5 0.83

Word2Vec
No 57.0 100.0 8.1 44.9 0.83

Yes 60.8 90.5 27.0 56.1 0.82

GloVe
No 67.1 92.9 37.8 64.2 0.86

Yes 67.1 100.0 29.7 62.1 0.82
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Table 6.48. Results for bi-class system: weak presence vs strong presence

of the trait with the Spanish dataset from PAN-AP-2015 considering a

LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy Sensitivity Specificity F1-score AUC

Open

Keras No 50.6 100.0 0.0 34.0 0.50

Word2Vec
No 50.6 100.0 0.0 34.0 0.51

Yes 50.6 100.0 0.0 34.0 0.46

GloVe
No 50.6 100.0 0.0 34.0 0.47

Yes 50.6 100.0 0.0 34.0 0.50

Cons

Keras No 58.2 25.0 91.3 41.8 0.71

Word2Vec
No 65.8 62.5 73.9 67.4 0.71

Yes 40.5 19.6 91.3 36.3 0.68

GloVe
No 38.0 16.1 91.3 32.5 0.68

Yes 58.2 48.2 82.6 59.6 0.71

Extr

Keras No 57.0 100.0 10.5 45.8 0.92

Word2Vec
No 65.8 95.1 34.2 65.2 0.89

Yes 62.0 97.6 23.7 55.8 0.89

GloVe
No 57.0 97.6 13.2 47.4 0.88

Yes 82.3 80.5 84.2 82.3 0.88

Agr

Keras No 58.2 100.0 0.0 42.9 0.81

Word2Vec
No 59.5 100.0 3.0 45.7 0.81

Yes 60.8 100.0 6.1 48.3 0.77

GloVe
No 59.5 100.0 3.0 45.7 0.79

Yes 62.0 100.0 9.1 50.9 0.74

Emot

Keras No 69.6 50.0 91.9 68.4 0.87

Word2Vec
No 50.6 100.0 0.0 34.0 0.83

Yes 54.4 100.0 2.7 39.7 0.77

GloVe
No 77.2 92.9 59.5 76.4 0.87

Yes 64.6 100.0 24.3 58.2 0.82

In Figure 6.8 are the ROC curves. In terms of the AUC metric, CNN-

based architectures generally perform better for openness to experience, con-

scientiousness, and agreeableness traits compared to LSTM-based architec-

tures. Similarly, the word embeddings that gave the best performance (also
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in terms of AUC) are the GloVe-based word embeddings, since in general, the

best performance was obtained where these word embeddings are took into

account (with and without freezing the embedding layer), see for example

curves in dark green and purple for the five traits.
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Figure 6.8. ROC curves obtained for Spanish dataset from PAN-AP-2015

considering CNN and LSTM architectures. Keras: Keras embedding layer

trained from scratch, W2v: pre-trained Word2Vec embeddings, Glv:

pre-trained GloVe embeddings, F: Freezing the embedding layer, NF: No

freezing the embedding layer.

Classification of personality traits into 3 levels

The metrics of the results of the tri-class classification experiment between

low presence, medium presence and high presence are in Table 6.49 and Ta-

ble 6.51. As we can see, it was very useful for both architectures (especially

the based on CNNs) to use the pre-trained word embeddings of Word2Vec

and GloVe without freezing the embedding layer since, for example, for the

CNN architecture the best results were achieved with this settings for 4 of

the 5 traits (except for emotional stability trait). For the LSTM architecture,
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something was introduced that had not happened in previous experiments:

openness to experience, extraversion and emotional stability traits perform

better when considering Keras embeddings trained from scratch. Also, di-

rectly comparing CNN with LSTM, we can see that CNN performance is

higher for 3 of the 5 traits of the OCEAN model: openness to experience,

extraversion and agreeableness. The confusion matrices for this tri-class ex-

periment are in Table 6.50 and Table 6.52. Comparing the two tables, we

can see that the architecture based on CNN allows to obtain better results

compared to the architecture based on LSTM, since for 4 traits (except for

the conscientiousness trait) better performance is obtained in terms of con-

fusion matrix. We can also observe that the classifiers (both with CNNs and

LSTMs architectures) have an overfitting towards the class ‘low presence’

for openness to experience, conscientiousness and extraversion traits; since it

classified the samples belonging to this class very well, but it is not able to

distinguish the samples of the classes ‘medium presence’ or ‘high presence’;

this may be due to the fact that the number of samples (when the neural

networks were trained) for the class ‘low presence’ for these three traits is

considerably higher than the number of samples for the other two classes

(see Table 5.3).
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Table 6.49. Tri-class classification results with the Spanish dataset from

PAN-AP-2015 considering a CNN architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 49.4 32.6 33.3 0.00

Word2Vec
No 49.4 32.6 33.3 0.00

Yes 49.4 32.6 33.3 0.00

GloVe
No 50.6 35.3 35.1 0.03

Yes 49.4 32.6 33.0 0.00

Cons

Keras No 58.2 44.5 32.6 0.01

Word2Vec
No 58.2 44.9 32.6 0.03

Yes 59.5 46.9 36.3 0.07

GloVe
No 57.0 48.1 34.9 0.13

Yes 57.0 45.4 34.9 0.04

Extr

Keras No 67.1 64.6 59.0 0.44

Word2Vec
No 68.4 68.8 65.9 0.50

Yes 57.0 47.9 43.9 0.20

GloVe
No 62.0 54.5 49.7 0.32

Yes 53.2 41.8 39.5 0.13

Agr

Keras No 44.3 38.1 39.4 0.11

Word2Vec
No 51.9 45.3 47.1 0.25

Yes 44.3 36.7 41.9 0.15

GloVe
No 44.3 37.6 38.6 0.10

Yes 43.0 31.9 35.4 0.04

Emot

Keras No 57.0 51.1 50.8 0.31

Word2Vec
No 45.6 32.1 36.9 0.07

Yes 44.3 35.7 36.6 0.06

GloVe
No 54.4 45.7 45.2 0.23

Yes 45.6 33.6 37.1 0.07
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Table 6.50. Confusion matrix for the classification of personality traits

into 3 levels with the Spanish dataset from PAN-AP-2015 considering a

CNN architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 100 0 0 98 2 0 95 5 0 61 39 0 89 11 0

MP 100 0 0 100 0 0 55 39 6 42 58 0 42 58 0

HP 100 0 0 91 9 0 43 14 43 45 55 0 61 33 6

W2v-F

LP 100 0 0 98 2 0 100 0 0 33 67 0 25 75 0

MP 100 0 0 89 11 0 94 6 0 8 92 0 15 85 0

HP 100 0 0 87 13 0 70 4 26 10 90 0 6 94 0

Glv-F

LP 100 0 0 94 6 0 100 0 0 91 9 0 14 86 0

MP 100 0 0 89 11 0 94 6 0 85 15 0 3 97 0

HP 100 0 0 87 13 0 78 9 13 90 10 0 0 100 0

W2v-NF

LP 100 0 0 98 2 0 79 18 3 61 39 0 11 89 0

MP 100 0 0 100 0 0 22 67 11 19 81 0 0 100 0

HP 100 0 0 87 13 0 17 31 52 15 85 0 0 100 0

Glv-NF

LP 100 0 0 94 6 0 100 0 0 70 30 0 36 64 0

MP 100 0 0 89 11 0 78 5 17 54 46 0 0 100 0

HP 95 0 5 52 48 0 48 9 43 55 45 0 0 100 0

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.
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Table 6.51. Tri-class classification results with the Spanish dataset from

PAN-AP-2015 considering a LSTM architecture.

Trait Embedding
Freezing of the

Embedding Layer
Accuracy F1-score UAR κ

Open

Keras No 50.6 35.3 34.9 0.03

Word2Vec
No 49.4 32.6 33.3 0.00

Yes 49.4 32.6 33.3 0.00

GloVe
No 49.4 32.6 33.3 0.00

Yes 49.4 32.6 33.3 0.00

Cons

Keras No 58.2 44.5 32.6 0.01

Word2Vec
No 59.5 47.1 36.3 0.08

Yes 59.5 45.1 33.3 0.03

GloVe
No 58.2 44.5 32.6 0.01

Yes 58.2 44.5 32.6 0.01

Extr

Keras No 68.4 65.6 59.9 0.47

Word2Vec
No 65.8 61.3 55.2 0.39

Yes 57.0 46.6 43.5 0.20

GloVe
No 63.3 56.7 51.5 0.34

Yes 55.7 46.3 42.8 0.18

Agr

Keras No 39.2 28.0 38.4 0.09

Word2Vec
No 50.6 43.2 44.5 0.20

Yes 41.8 33.4 39.9 0.11

GloVe
No 51.9 44.9 46.3 0.24

Yes 40.5 33.6 38.0 0.08

Emot

Keras No 59.5 51.8 51.6 0.34

Word2Vec
No 58.2 53.8 51.6 0.32

Yes 51.9 46.7 45.0 0.21

GloVe
No 40.5 28.2 37.4 0.07

Yes 43.0 27.3 34.5 0.02
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Table 6.52. Confusion matrix for the classification of personality traits

into 3 levels with the Spanish dataset from PAN-AP-2015 considering a

LSTM architecture (results in %).

Open Cons Extr Agr Emot

LP MP HP LP MP HP LP MP HP LP MP HP LP MP HP

Keras

LP 100 0 0 98 2 0 97 3 0 15 85 0 82 18 0

MP 95 5 0 100 0 0 44 39 17 0 100 0 27 73 0

HP 100 0 0 91 9 0 35 22 43 5 95 0 33 67 0

W2v-F

LP 100 0 0 100 0 0 100 0 0 27 73 0 54 46 0

MP 100 0 0 100 0 0 89 0 11 8 92 0 24 76 0

HP 100 0 0 91 9 0 70 0 30 15 85 0 17 78 5

Glv-F

LP 100 0 0 98 2 0 100 0 0 33 67 0 4 96 0

MP 100 0 0 100 0 0 89 11 0 19 81 0 0 100 0

HP 100 0 0 91 9 0 74 9 17 20 80 0 0 100 0

W2v-NF

LP 100 0 0 98 1 0 100 0 0 76 24 0 68 32 0

MP 100 0 0 89 11 0 72 22 6 42 58 0 24 76 0

HP 100 0 0 83 17 0 57 0 43 50 50 0 33 56 11

Glv-NF

LP 100 0 0 98 1 0 100 0 0 70 30 0 100 0 0

MP 100 0 0 100 0 0 78 11 11 31 69 0 88 12 0

HP 100 0 0 91 9 0 57 0 43 30 70 0 83 17 0

LP: Low presence, MP: Medium presence, HP: High presence. Keras: Keras embedding layer

trained from scratch. W2v: pre-trained Word2Vec embeddings. Glv: pre-trained GloVe

embeddings. F: Freezing the embedding layer. NF: No freezing the embedding layer.

6.3 Graphical summary of the best results

The best results for the YouTube Personality dataset and PAN-AP-2015

dataset along the regression and classification experiments obtained in sec-

tions 6.1 and 6.2 are summarized in Figure 6.9, Figure 6.10, Figure 6.11

and Figure 6.12. The first column of sub-figures shows the regression results.

It can be observed that the regressors did a good job: with respect to the

YouTube Personality dataset, in conscientiousness, extraversion and agree-

ableness traits, a Spearman’s correlation above 0.35 was obtained. For the

case of PAN-AP-2015 dataset, the Spearman’s correlation values are above
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0.50 for openness to experience, conscientiousness and emotional stability

traits.

In the second and third columns the resulting representation spaces from

the bi-class and tri-class scenarios are shown, respectively. Note that in the

bi-class scenario the figures illustrate the result of applying a dimension-

ality reduction based on Principal Component Analysis (PCA). Notice the

high dispersion of the samples along the representation space. This is one

of the reasons for the low accuracies found in the classification experiments.

For this case of bi-class classification and considering the YouTube Person-

ality dataset, it is again presented that the conscientiousness, extraversion

and agreeableness traits obtained the best performance in terms of percent-

age accuracy, with performances ≥ 60%. In the case of the PAN-AP-2015

dataset, the extraversion and emotional stability traits have accuracy per-

centages ≥ 70%.

Finally, the tri-class scenario is shown in the third column of sub-figures,

where three different colors are used to represent the three classes: LP, MP,

and HP. These are the representations resulting from a dimensionality reduc-

tion technique based on the Linear Discriminant Analysis (LDA) algorithm,

which represents the projection of the feature space to a two-dimensional

space that contributes the most to the separation of the classes. Even

though the results appear to be low, the representation spaces show that the

three sub-groups are found both for YouTube Personality and PAN-AP-2015

dataset. When considering the YouTube data, better results are obtained for

agreeableness and conscientiousness traits, with F1-score ≥ 44%. While with

Twitter data, better results are obtained for extraversion and agreeableness

traits with F1-score ≥ 65%.
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Figure 6.9. Graphical summary of the best results with the English

dataset from YouTube Personality.
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Figure 6.10. Graphical summary of the best results with the Spanish

dataset from YouTube Personality.



141 6.3. Graphical summary of the best results

Regression Biclass Triclass

Openness

to

experience

Conscientiousness

Agreeableness

Extraversion

Emotional

stability

Figure 6.11. Graphical summary of the best results with the English

dataset from PAN-AP-2015.
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Figure 6.12. Graphical summary of the best results with the Spanish

dataset from PAN-AP-2015.



Chapter 7

Conclusions and future work

7.1 Conclusions about classical machine learning

methods

For the transliterations of YouTube Personality dataset in English language

the ideal is to work with the fusion of the word embeddings obtained with

Word2Vec and GloVe, since the best results were obtained with them as

features from the text. Only for the case of bi-class classification it was use-

ful to make use of the word embeddings obtained from BERT, since in the

case of regression and tri-class classification, the features from the method

based on transformers did not show improvements compared to the classi-

cal word embeddings (Word2Vec or GloVe). However, for the case of the

Spanish transliterations of the YouTube Personality dataset, it was very use-

ful to consider the embeddings obtained with transformer-based models (i.e.

BERT and BETO), since in most cases, better results were achieved for the

five traits of the OCEAN model compared to the results taking into account

the classical embeddings (Word2Vec, GloVe or their fusion). Now, regarding

the most difficult personality trait to estimate/predict in the YouTube Per-

sonality dataset, we have the openness to experience trait, followed by the

emotional stability trait, both for English and Spanish transliterations.

For the case of English Tweets from PAN-AP-2015 dataset, in general,

the embeddings obtained with the GloVe method were more useful compared

with the embeddings based on Word2Vec or BERT for estimate/predict the

OCEAN personality traits. For the case of the PAN-AP-2015 dataset in

Spanish language, in order to obtain better results, it was better to use the

word embeddings obtained with models based on transformers (BERT or

143
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BETO) or with the fusion of the word embeddings obtained with Word2Vec

and GloVe. Now, regarding the most difficult trait to estimate/predict in

the PAN-AP-2015 dataset, we have the agreeableness trait when considering

Tweets in English language and openness to experience trait when consider-

ing Tweets in Spanish language.

7.2 Conclusions about deep learning methods

According to the results with CNNs and LSTMs considering the English

YouTube Personality dataset, it is recommended to make use of the word

embeddings obtained with Word2Vec and to freeze the embedding layer in

order to obtain better results in the three main experiments of this work:

estimation of the values of the personality traits (regression experiments),

classification between weak presence and strong presence (bi-class classifi-

cation experiments) and classification between low presence, medium pres-

ence and high presence (tri-class classification experiments). For the Spanish

YouTube Personality dataset, it is recommended to make use of the pre-

trained word embeddings of Word2Vec and GloVe and to freeze the embed-

ding layer, except for the case of tri-class classification experiments consider-

ing CNNs architectures, where it is better not to freeze the embedding layer.

Now, considering the deep learning architectures we considered in this work

(based on CNNs and LSTMs), the most difficult trait to predict/estimate for

the YouTube Personality dataset in both languages (English and Spanish) is

emotional stability trait, followed by openness to experience trait.

When considering the Tweets from PAN-AP-2015 dataset in English lan-

guage and considering deep learning techniques, we can conclude that for

LSTM architectures (and also for the specific case of regression experiment

with CNN architecture), it was useful to take into account the pre-trained

word embeddings but without freezing the embedding layer, i.e. retraining

the weights of this layer. For the case of PAN-AP-2015 in Spanish language,

we can conclude according to the results in the regression, bi-class classifica-

tion and tri-class classification experiments that it is recommended for both

architectures based in CNNs and LSTMs, to take into account the pre-trained

word embeddings of Word2Vec and GloVe as weights of the embedding layer

and without doing freezing of the embedding layer. Also, we can conclude

that when considering deep learning methods, the most difficult trait to pre-

dict considering the English PAN-AP-2015 dataset is the extraversion trait,
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while the openness to experience trait is the most difficult one for the Spanish

PAN-AP-2015 dataset.

7.3 General conclusions and future line of work

Comparing the results of the classical machine learning methods (SVM) with

the results of the deep learning methods (CNNs and LSTMs) we can observe

that for this work, where we estimated the five personality traits of the

OCEAN model defined in psychology and considering YouTube transliter-

ations and Twitter data, the classical learning methods allow in a general

way to obtain better results for the 3 main experiments of this work: re-

gression, bi-class classification and tri-class classification. This may be due,

among other things, to the fact that the number of samples available for both

databases are not large enough to correctly train the architectures based on

CNNs and LSTMs, and also to the fact that in some cases, there was a large

imbalance in the number of samples of one class compared to the number of

the other classes (for the classification cases), which may negatively affect the

training of neural networks. Now, we can also conclude that for the YouTube

Personality dataset, it is more difficult to estimate/classify the 5 personality

traits in Spanish language compared to the English language; while for the

PAN-AP-2015 dataset, for 3 of the 5 traits of the OCEAN model (extraver-

sion, agreeableness and emotional stability) it is easier to estimate/classify

the personality traits in Spanish language compared to the English language.

As future work, we plan to use data augmentation techniques to obtain

a larger number of samples or get larger databases in order to improve the

performance of deep learning methods, as these have worked very well with

problems similar to the ones we work on here. Similarly, we also plan to

work with other types of features that can be extracted from the text, such

as Part-of-Speech (PoS) tagging features, other types of word embeddings

that for example consider information from the topics that are developed in

the texts such as LDA2VEC, BERTopic; and also DOC2VEC, which is other

type of embedding that allows obtaining fixed-dimension embeddings for a

whole document [80]–[83].
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