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A B S T R A C T

Knowing the number of clusters a priori is one of the most challenging aspects of unsupervised learning.
Clustering Internal Validity Indices (CIVIs) evaluate partitions in unsupervised algorithms based on metrics like
compactness, separation, and density. However, specialized CIVIs for specific applications have been designed,
and there is no general CIVI that works in all scenarios. The absence of CIVIs based on crisp uncertainty
metrics is especially critical in decision-making processes that involve ambiguity, non-convex distributions,
outliers, and overlapping data. To address this problem, we propose a novel Uncertainty Fréchet (UF) CIVI
that assesses the certainty of a well-defined partition. UF leverages uncertainty fingerprints based on Type-2
fuzzy Gaussian Mixture Models (T2FGMM) and the Fréchet distance between clusters to introduce a metric that
evaluates partition quality. We integrate UF into a merging methodology that combines similar clusters within
a partition, allowing us to determine the number of clusters without the need to run the clustering algorithms
iteratively as other CIVIs require. We undertake a comprehensive evaluation of our proposal on 5,250 convex,
36 non-convex synthetic datasets, and five benchmark real datasets. In addition, we apply UF in a real-world
scenario that involves high uncertainty: Passive Acoustic Monitoring (PAM) of ecosystems, which aims to study
ecological transformations through acoustic recordings. The results show that UF exhibits notable performance
in synthetic and real-world scenarios, obtaining an Adjusted Mutual Information (AMI) score higher than 0.88
for normal, uniform, gamma, and triangular distribution datasets. In the PAM application, UF identifies the
transformation of ecosystems through sound using clustering algorithms and UF, achieving an F1 score of
0.84. Therefore, results show that the UF index is a suitable tool for researchers and practitioners working
with highly uncertain data.
. Introduction

Unsupervised learning algorithms are used to discover groups and
dentify distributions with underlying patterns in data without pre-
efined classes (Sakai and Imiya, 2009). Clustering techniques have
een shown to be efficient even on high dimensional data (Han et al.,
017). However, the characteristics of multivariate data raise questions
bout the uncertainty of what constitutes a group, and most clustering
lgorithms require the number of clusters as a hyperparameter. This
eads to the use of Clustering Validation Indices (CVI) that can be used
o evaluate the quality of partitions helping to identify the number
f clusters. Depending on prior information about data, these indices
an be classified according to internal and external criteria. Clustering
nternal Validity Indices (CIVIs) are based on cohesion and separation
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metrics and do not require prior information. External indices com-
pare the clustering results with prior data labels or cluster prototypes
(Halkidi et al., 2002b).

CIVIs are used to measure different characteristics of data and
are based on different assumptions. Numerous studies have evaluated
CIVIs for crisp (Arbelaitz et al., 2013; Halkidi et al., 2002a,b), den-
sity (Agrawal et al., 2015a), and fuzzy clustering (Wang and Zhang,
2007). It is widely accepted that no single CIVI can perform well in
all applications (Iglesias et al., 2020). Instead, the validation paradigm
has shifted towards using specific CIVIs for particular applications
based on the assumptions of each index. For instance, CIVIs have
been developed for social networks (Campo et al., 2016), pharmaco-
logical datasets (Rivera-Borroto et al., 2012), bioinformatics (Handl
et al., 2005), genome data (Bolshakova and Azuaje, 2003), medical
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images (Ouchicha et al., 2018), and other fields. In this context, Pas-
sive Acoustic Monitoring (PAM) appears as a specific application of
CIVIs that studies endangered ecosystems through acoustic record-
ings. Research on PAM has highlighted the need for a new CIVI that
can measure uncertainty in defining clusters (Rendon et al., 2022b).
Although plenty of CIVIs exist, just two CIVIs proposed by Sirmen
and Üstöndag (2022) and Ozkan and Türkşen (2012) consider data
uncertainty. However, these CIVIs have the constraint of not working
for crisp clustering. Wang and Zhang (2007) have demonstrated that
incorporating uncertainty metrics in clustering can be beneficial in
cases where the distribution shape is unknown, there are outliers
present, or the data is overlapping.

In this work, we propose a novel CIVI, named Uncertainty Fréchet
index (UF), which uses a modified Wang’s Type 2 fuzzy Gaussian
Mixture Models (T2FGMM) uncertainty function (Wang and Zhang,
2007) and a Fréchet Distance inspired by the research field of optimal
transport (Panaretos and Zemel, 2019), which has been never used
in CVI. To evaluate UF’s performance, we apply a CVI assessment
methodology (Gurrutxaga et al., 2011) that employs various metrics
to compare UF with other established CIVIs. We extensively evaluate
UF using 5,250 synthetic datasets with different convex distributions,
such as normal, uniform, logistic, gamma, and 36 non-convex datasets
such as triangular, moon shape, and ring shape, as well as real-world
benchmark datasets (Iris, Wine, Breast cancer, Liver, Digits, Haberman,
Ionosphere SwedishLeaf, Wafer, ArrowHead, BeetleFly, Car) from the
UCI repository (Dua and Graff, 2017) and UCR (Chen et al., 2015)
repository and the PAM application dataset (Rendon et al., 2022a).
Although UF was initially designed for Gaussian non-isotropic data,
our evaluations demonstrate that it achieves remarkable results for uni-
form, triangular, and non-convex distributions. Our findings indicate
that UF outperforms or performs similarly to well-established CIVIs in
terms of accuracy, robustness, and stability across a range of datasets.
The proposed UF index stands out from other CIVIs in the literature
due to two notable features: First, A Footprint Of Uncertainty (FOU)
of partitions is quantified, measuring the uncertainty associated with
each cluster; Secondly, our proposal measured inter-cluster distances
through the Fréchet distance, considering the relationships among vari-
ables. Both metrics incorporate the underlying geometry of the space,
which has not been explored before in cluster validation research. We
integrated these metrics to define the UF CIVI, used in a proposed
merging methodology that identifies and joins closely related clusters
to estimate the number of clusters. The input of the merging approach is
the initial partition obtained through any clustering algorithm. Subse-
quently, similar clusters are merged using the FOU and Frechet distance
metrics. The resulting partition’s quality is assessed using the UF to
estimate the recommended number of clusters. Our proposal avoids
the computational overhead that results from performing the clustering
algorithm on each iteration. This approach allows to find the number
of clusters maintaining a lower computational efficiency.

The rest of the paper is organized as follows. In Section 2, we
review the most commonly used CIVIs in the literature. Our proposal
is introduced in Section 3, and the testing framework is described in
Section 4. The results and discussion about the conducted tests on both
synthetic and real-world datasets are presented in Section 5. Finally,
we present conclusions and perspectives in Section 6.

2. Related works and motivations

2.1. Previous works

Several CIVIs estimate the intra-similarity and inter-separation
among the clusters in the literature. Cohesion and separation-based in-
dices examine the relationship between within-group scatter/dispersion
and between-group scatter/dispersion distances. These metrics are
based on cluster centers and typically do not consider the shape

of the cluster, thereby failing to capture non-convex clusters. Some
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authors have addressed this limitation with graphical models such
as ideogram methodologies (Iglesias Vázquez et al., 2021), but these
methods introduce additional hyperparameters that increase the algo-
rithm’s complexity. Cohesion and separation-based CIVIs, such as Sil-
houette (SI), Davies Bouldin (DB), Gamma (G), and Calinski–Harabasz
(CH), have demonstrated the best results for normally distributed
datasets. However, SI and CH tend to produce clusters formed by
noise (Arbelaitz et al., 2013). Similarly, G, DB, and Dunn Index (DI)
penalize noisy cluster behavior at the expense of struggling with non-
globular densities. Dispersion-based CIVIs that rely on the dispersion
of data are not necessarily the optimal choice for finding convex
partitions. Nevertheless, these CIVIs are commonly used with dense,
sparse, and arbitrarily shaped datasets. Some cohesion and separation
CIVIs, including Partition Coefficient (PC), Partition Entropy (PE),
and Interclass Contrast Coefficient (ICC), use only fuzzy membership
degrees, considering those clusters with high degrees of membership
for data close to the cluster prototype and low degrees for data far
from the prototype. These indices are useful when it is not feasible to
work with the data directly but with their degrees of belonging to each
class (Isaza, 2007). Only Two CIVIs, Relative Uncertainty (RU) (Sirmen
and Üstöndag, 2022) and 𝜖-stable (Ozkan and Türkşen, 2012), have
been proposed in terms of Type-2 fuzzy clustering, which allows
working with a higher level of uncertainty regarding the variables.
However, these indexes are only proposed for fuzzy partitions.

The performance of CIVIs generally depends on dataset properties.
For instance, as the degree of overlapping increases, the performance
of most CIVIs tends to decrease, except for Dunn and DB indices. Noise
level is the factor that has the greatest impact on CIVIs, degrading
their performance by an average of three times (Arbelaitz et al., 2013;
Iglesias et al., 2020). Furthermore, non-convex clusters usually pose
greater challenges for most CIVIs (Lee et al., 2018). Although CIVIs can
be adjusted by varying the number of clusters within a lower and an
upper bound, alternative methodologies have been proposed, special-
ized in dissolving irrelevant and unrepresentative clusters commonly
generated by noisy data (Gurrutxaga et al., 2011). In many cases, a
lack of certainty regarding data assumptions leads to two problems:
clustering algorithms fail due to incorrect tuning or assumptions are vi-
olated (Iglesias Vázquez et al., 2021). Consequently, specific clustering
applications require data exploration to select a particular CIVI based
on data characteristics and assumptions.

In Tables 1 and 2, we summarize and classify CIVIs for crisp and
fuzzy clustering-based metrics such as cohesion, separation, density,
and uncertainty.

2.2. Motivations

Currently, there exist several advanced machine learning algorithms
such as federated learning (FL) (Xiao et al., 2021b; Xing et al., 2022),
improved K-means clustering algorithms (Borlea et al., 2022), semi-
supervised fault detections (Zhang et al., 2023), Learning Algorithms
for Multivariate Data Analysis (LAMDA), multiplicative fuzzy clustering
methods (Yapıcı Pehlivan and Turksen, 2021), as well as traditional
clustering algorithms for label assignment (Guo et al., 2017) among
others. In particular, clustering algorithms are widely used in pipelines
to discover patterns in new domains (Guo et al., 2017; Xie et al., 2023a)
such as natural language processing applications (Wolf et al., 2020),
Eco-acoustics applications (Guerrero et al., 2023), and damage detec-
tion and diagnosis for offshore wind foundations (Puruncajas et al.,
2020), etc. However, in these algorithms, the number of clusters K is
typically assumed to be known as a priori in which there exists a high
variety of evaluation metrics (Jaskowiak and Costa, 2023; Anand and
Kumar, 2022). In cases where there is no assumption about the data,
CIVIs are necessary to determine the number of clusters (Guo et al.,
2017; Muranishi et al., 2014; Ma et al., 2021).

CIVIs are highly influenced by the underlying data. Utilizing CIVIs
entails performing parameter sweeps and iterative runs of the algo-

rithms, which can be computationally demanding. Furthermore, the
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Table 1
Classification of most commonly used CIVIs in crisp cases considering metrics: cohesion & separation, dispersion, and uncertainty.

Crisp metrics

Cohesion & Separation Dispersion Uncertainty

CH (Caliński and Harabasz, 1974) TW (Friedman and Rubin, 1967) SCV (Anon, 2020) BH (Ball and Hall, 1965) UF (Ours)
DB (Davies and Bouldin, 1979) W-G (Wemmert et al., 2000) SDbw (Halkidi et al., 2002a) KsqDetW (Agrawal et al., 2015a)
C (Hubert and Schultz, 1976) GOI (Iglesias et al., 2020) Si (Jajuga et al., 2020) RL (Ratkowsky and Lance, 1978)
MR (Zhang et al., 2018) BR (Banfield and Raftery, 1993) Dunn (Dunn, 1974) RT (Ray and Turi, 2000)
PBM (Towsey et al., 2014a) CVNN (Liu et al., 2012) GSCV (Xu et al., 2020) TW (Cureton et al., 2010)
PB (Hands and Everitt, 2010) DCVI (Xie et al., 2019) NDR (Agrawal et al., 2015a) Connectivity (Handl et al., 2005)
SD (Liang et al., 2020) LCCV (Cheng et al., 2018) GD (Dunn, 1974) SSDD (Liang et al., 2020)
AHC (Zhou et al., 2017) CVTAB (Fu and Wu, 2017) 𝛼-elbow (Shi et al., 2021)
Gamma (Jain and Dubes, 1988)
Table 2
Fuzzy metrics used in Internal Clustering Validity Indices (CIVIs) considering metrics: cohesion & separation, dispersion, and uncertainty.

Fuzzy metrics

Cohesion & Separation Uncertainty

YDI (Kim and Ramakrishna, 2005) Voc (Rizman Žalik, 2010) BM (Liu et al., 2019a)
MFCM (Sadeghi and Etemadfard, 2022) PC (Bezdek et al., 1984) MPC and MPE (Silva et al., 2015)
Gplus (Iglesias et al., 2020) XB (Xie et al., 2020) RU (Sirmen and Üstöndag, 2022)
PBMF (Towsey et al., 2014a) PE (Bezdek et al., 1984) 𝜖-Stable (Ozkan and Türkşen, 2012)
VIMI (Liu et al., 2021) VHY (Wang et al., 2021)
MPC (Liu et al., 2019a) CV (Isaza, 2007)
CSBM (Liu et al., 2019c) ICC (Franco et al., 2002)
VECS (Ouchicha et al., 2020) CRITIC (Wang et al., 2023)
𝑖
p
𝑛
a

t

distribution of data can be uncertain, posing challenges to the perfor-
mance of CIVIs. To alleviate these challenges, it is crucial to develop a
CIVI computationally lightweight, capable of handling uncertainty in
unsupervised applications, and offering interpretability, allowing for
the understanding of the resulting partitions. Measuring uncertainty
based on the intrinsic characteristics of data can provide insight into
the number of clusters present, particularly for applications where
information about cluster characteristics such as noise level, overlap,
and distribution is unavailable (Wang and Zhang, 2007). Therefore, it
is essential to incorporate information on uncertainty into unsupervised
models (Sirmen and Üstöndag, 2022), since data characteristics such
as labels, density, and noise are not typically accounted for and are
essential for each group to establish the extent of their reliability. Fuzzy
Type-2 has emerged as a promising solution for handling uncertainty
in data, which has shown potential in clustering applications by mea-
suring the uncertainty of primary membership functions (Wang and
Zhang, 2007). Achieving these characteristics is critical for the effective
deployment of CIVIs in real-world scenarios. Thus, in the proposed
methodology, we incorporate properties of the Fuzzy Type-2 theory to
obtain information for measuring the quality of partitions.

Previous work stresses the importance of developing new method-
ologies and evaluating the performance of new CIVIs across various
applications (Arbelaitz et al., 2013; Xu et al., 2020). To address these
challenges, we propose the Uncertainty Fréchet (UF) index, which can
identify both convex and non-convex clusters under uncertain data
assumptions. UF is based on Type-2 fuzzy sets, but it is designed to
handle a large number of data points and clusters without relying on
the membership degrees of the data. To find the number of clusters, we
propose a merging methodology based on UF, as a metric to establish
the number of clusters. The following section presents the UF index and
how we use it within the merging methodology to find the number of
clusters.

3. Uncertainty Fréchet index

3.1. Preliminaries

In this work, uppercase boldface letters such as 𝐀 represent matri-
es, calligraphic letters like  represent sets, lowercase boldface letters
uch as 𝐱 denote vectors, and (⋅)𝖳 represents transposition. To facilitate
3

Table 3
Variables and abbreviations.
Variable Meaning

𝐀 Uppercase boldface letters represent matrices
 Calligraphic letters represent sets
𝐱 Lowercase boldface letters denote vectors
(⋅)𝖳 Transposition
𝑛 Number of standardized elements in the set 
𝑘 Ground truth number of clusters
𝑛𝑐 Number of clusters elected to make the partition
𝐔 Clustering partition matrix of size 𝑛𝑐 × 𝑛
𝑖 Cluster 𝑖
𝑢𝑖𝑗 Membership of the sample 𝐱𝑗 to the cluster 𝑖
𝝁𝑖 Mean of the 𝑖th Gaussian distribution
𝚺 Covariance matrix
𝑀 Number of Gaussian distributions of the dataset
𝐰𝑖 Weights of each Gaussian density component
𝑘𝑢𝑓 Best number of clusters
𝑚 Number of partitions
𝑆 Set of partitions
𝐼(𝑖) Value of the evaluated CIVI for partition 𝑖
𝐶𝐼 Best partition, where 𝐶𝐼 = argmax𝑖 ∈ 𝑆(𝐼(𝑖))
CIVIs Clustering Internal Validity Indices
T2FGMM Type-2 fuzzy Gaussian Mixture Models
UF Uncertainty Fréchet
AMI Adjusted Mutual Information
PAM Passive Acoustic Monitoring

reading, Table 3 shows a list with the variables and abbreviations used
in this paper.

The purpose of clustering algorithms is to classify a data set  =
{𝐱1, 𝐱2,… , 𝐱𝑛} composed of 𝑛 standardized elements, where 𝐱𝑖 is the
th sample and 𝑘 is the ground truth number of clusters. The clustering
artition matrix 𝐔(𝐴) of size 𝑛𝑐×𝑛, is represented by 𝐔 = [𝑢𝑖𝑗 ]𝑛𝑐×𝑛, where
𝑐 is the number of clusters elected to make the partition, 𝑖 = 1,… , 𝑛𝑐
nd 𝑗 = 1,… , 𝑛. 𝑢𝑖𝑗 is the membership of the sample 𝐱𝑗 to the cluster
𝑖. In crisp partition 𝑢𝑖𝑗 = 1 if 𝐱𝑗 ∈ 𝑖, otherwise 𝑢𝑖𝑗 = 0. In practice,
wo kinds of clustering exist as follows:

• For crisp clustering, the purpose is to classify a dataset  such
that: 𝑖 ≠ ∅, 𝑖 ∩𝑘 = ∅ for 𝑖, 𝑘 = 1,… , 𝑛𝑐, and 𝑖 ≠ 𝑘, ⋃𝑛𝑐

𝑖=1 𝑖 =  .
• For fuzzy clustering, 𝐔 = [𝑢𝑖𝑗 ]𝑛𝑐×𝑛 where 𝑢𝑖𝑗 ∈ [0, 1] denotes the

membership degree of 𝑗 element to 𝑖 cluster, with the next
𝑡ℎ 𝑡ℎ



N. Rendon, J.H. Giraldo, T. Bouwmans et al. Engineering Applications of Artificial Intelligence 124 (2023) 106635

d
a

s
m
F
a
i

3

e
h
T
i
a

𝑃

o
n

H
l
a
𝑍

M
o
u
s
p
i

3

b
2
r
r
o
𝑝

𝑊

s
t
t
b

𝑑

a
s
i
t

Fig. 1. Uncertainty metrics. Considering two clusters 𝑖 and 𝑗 , FOU can be calculated
through the degrees of membership. The green area represents high degrees of intra-
class membership or low uncertainty. The pink area represents high degrees of
uncertainty. The Fréchet distance between clusters is represented by 𝑑𝐹 (𝜇,Σ). The
istribution shows the Gaussian primary membership function with uncertain mean
s an interval [ℎ(𝑥), ℎ(𝑥)], where the FOU is the green and red shaded regions.

conditions: 0 <
∑𝑛

𝑗=1 𝑢𝑖𝑗 < 𝑛 for 𝑗 = 1,… , 𝑛𝑐, ∑𝑛𝑐
𝑖=1 𝑢𝑖𝑗 = 1 for

𝑗 = 1,… , 𝑛, ∑𝑛
𝑖=1

∑𝑛
𝑗=1 𝑢𝑖𝑗 = 𝑛.

UF assumes the low uncertainty hypothesis: high cluster member-
hips and low for other clusters guarantee better partitions through a
erging methodology. Fig. 1 shows the properties of our proposal, the

ootprint of Uncertainty (FOU) to measure the cluster’s uncertainty,
nd the Fréchet distance to measure distance among clusters. We
ntroduce the proposed metrics and UF in the following subsections.

.2. Modified footprint of uncertainty as compaction metric

Our proposal analyzes the Footprint of Uncertainty (FOU) (Zeng
t al., 2008) which provides a theoretical well-funded approach for
andling the uncertainty of Gaussian distributions. FOU is based on
2 membership functions of Gaussian Mixture Models (GMM) which

s represented as the sum of weights of Gaussian density components
s follows:

(𝐱𝑖) =
𝑀
∑

𝑖=1

𝐰𝑖

(2𝜋)𝐷∕2
|Σ𝑖|

exp
[

−1
2
(𝐱𝑖 − 𝝁𝑖)𝖳Σ−1

𝑖 (𝐱𝑖 − 𝝁𝑖)
]

, (1)

where 𝐷 is the number of dimensions of each object, 𝝁𝑖 is the mean,
Σ the covariance matrix, 𝑀 is the number of Gaussian distributions
f the data set, and 𝐰𝑖 is the weight of each Gaussian density compo-
ent (Reynolds et al., 2000).

The hyperparameters of the GMM algorithm are denoted as 𝜆 =
𝐰𝑖,𝝁𝑖,Σ𝑖. Each parameter is estimated through the Expectation-
Maximization algorithm, according to the Maximum-Likelihood (ML)
criterion. However, the GMM cannot accurately reflect the underlying
distribution of observations. Then, introducing descriptions of uncer-
tain hyperparameters can help the clustering algorithms’ performance.
Type-2 fuzzy GMM (T2FGMM) considers interval likelihoods of GMMs
to describe the observation uncertainty whose computations involve
only arithmetic intervals of the data which can provide additional
information for pattern classification.

Fig. 1 shows the likelihood of the T2 FGMM becoming an interval
with uniform possibilities where [ℎ(𝑥), ℎ(𝑥)] are the two interval pri-
mary membership grades. Zeng et al. (2008) uses the length between
two log-likelihood bounds 𝐻(𝑥) = [𝑙𝑛 (ℎ(𝑥)) − ln(ℎ(𝑥))], to define the T2
FGMM with an uncertain mean vector. Then, given a one-dimensional
4

observation 𝐱 = 𝑥1, 𝑥2,… , 𝑥𝐷, and the mean vector 𝝁, the T2 FGMM is
defined by:

𝐻(𝑥𝑖𝐷) =

⎧

⎪

⎨

⎪

⎩

2𝑘𝑚|𝑥𝑖𝐷−𝜇𝑗 |
𝜎𝑗

if 0 ≤ 𝜇 − 𝑘𝑚𝜎 or 0 ≥ 𝜇 + 𝑘𝑚𝜎,
|𝑥𝑖𝐷−𝜇𝑗 |2

𝜎𝑗
+ 𝑘𝑚|𝑥𝑖𝐷−𝜇𝑗 |

𝜎𝑗
+ 𝑘2𝑚

2 if 𝜇 − 𝑘𝑚𝜎 < 0 < 𝜇 + 𝑘𝑚𝜎,

(2)

where 𝜇 and 𝜎 are the mean and standard deviation of the original cer-
tain T1 membership function without uncertainty. 𝑘𝑚 constants control
the hyperparameters of the FOU. One dimensional Gaussian has 99.7%
of its probability mass in the range of [𝑘𝑚 − 3𝜎, 𝑘𝑚 + 3𝜎], consequently,
we constrain 𝑘𝑚 = 0.3. Bigger values imply high degrees of freedom
to account for uncertainty. Then our proposed method considers the
information about uncertainty without using fuzzy hyperparameters.
With the FOU we propose to quantify the 𝐻(𝑥) in all the clusters.

owever, this metric is calculated on each dimension of 𝐱, so it can
ose information about variables covariance which is a drawback in
lmost all CIVIs. Due to that, 𝐻(𝑥) is a metric defined with the terms of
𝑠𝑐𝑜𝑟𝑒 = |𝑥−𝜇𝑗 |2

𝜎𝑗
for one dimension, we define the Partition Footprint Of

Uncertainty (PFOU) that quantify the uncertainty for multidimensional
real space:

Definition 1 (PFOU). The partition generalization for R𝑁 of quantifi-
cation of uncertainty 𝐻(𝑥𝑖𝐷) (Zeng et al., 2008) is defined as:

𝑃𝐹𝑂𝑈

=

{

∑

𝑗
∑

𝐷 2𝑘𝑚𝑑𝑀 (𝑥,Σ) if 0 ≤ 𝜇 − 𝑘𝑚𝜎 or 0 ≥ 𝜇 + 𝑘𝑚𝜎,
∑

𝑗
∑

𝐷 𝑑𝑀 (𝑥,Σ) + 𝑘𝑚𝑑𝑀 (𝑥,Σ) + 𝑘2𝑚
2

if 𝜇 − 𝑘𝑚𝜎 < 0 < 𝜇 + 𝑘𝑚𝜎

}

,

(3)

where 𝑑𝑀 (𝐱, 𝛴) is the Mahalanobis distance defined by:

𝑑𝑀 (𝐱, 𝛴) =
√

(𝐱 − 𝝁)𝖳Σ(𝐱 − 𝝁), (4)

The definition of PFOU is based on replacing each 𝑍𝑠𝑐𝑜𝑟𝑒 with the
ahalanobis distance, which is the equivalent of 𝑍𝑠𝑐𝑜𝑟𝑒 for more than

ne dimension. As PFOU is a fuzzy-oriented measure, it is considered
seful for high-uncertainty problems such as PAM. A comparison analy-
is using PFOU and the Silhouette index compaction metric (intracluster
airwise distance) is included in Appendix A. According to the analysis,
t was decided to use PFOU due to its potential to quantify uncertainty.

.3. Fréchet distance as a separation metric

We observe that the problem of the distance between clusters can
e framed as an optimal transport problem (Panaretos and Zemel,
019). This ubiquitous problem seeks the minimum effort required to
econfigure the probability mass of one distribution 𝐶𝐷𝑖 in order to
ecover another distribution 𝐶𝐷𝑗 . One of the distances inspired by the
ptimal transport problem is the Wasserstein distance, defined in the
-moment by:

𝑝(𝝁, 𝝊) = inf
𝑋∼𝜇,𝑌∼𝜐

(

E‖𝐶𝐷𝑖 − 𝐶𝐷𝑗‖
𝑝)1∕𝑝 . (5)

Particularly, in the closed-form formulae case where there is a
eparable real infinite dimensional Hilbert space, with 𝝁 and 𝜐 tending
o be Gaussian, the Wasserstein distance between two probability dis-
ributions (𝑗, 𝑗) it is normally called the Fréchet distance and is defined
y:

𝐹 (𝝁,Σ) = |𝜇𝑗 − 𝜇𝑗 |
2 + tr |Σ𝑗 −Σ𝑗 − 2(Σ𝑗Σ𝑗 )|. (6)

The Fréchet distance considers the relationship between the vari-
bles through Σ, and for families of distributions that are not neces-
arily Gaussian, including the underlying structure of the data, which
s beneficial in what clustering methods refer to Parsa et al. (2020). In
erms of CIVIs, any of the inter-cluster distance metrics proposed in the
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Fig. 2. The UF merging methodology begins by clustering the data into a large number of clusters. In each subsequent iteration, the Fréchet-Pairwise Matrix (FPM) is used to
identify the closest pair of clusters, which are then merged using the UF criterion. The minimum value of UF obtained during the iterations determines the optimal number of
clusters.
literature capture the underlying structure of the cluster space. For this
reason, we derive the Fréchet inception distance for all pair distances
of all clusters as follows:

𝑑𝐹 (𝜇,𝛴) =
∑

𝑗

∑

𝑗

|𝜇𝑗 − 𝜇𝑗 |
2 + tr |Σ𝑗 −Σ𝑗 − 2(Σ𝑗Σ𝑗 )|, (7)

here 𝑗 ≠ 𝑗.

.4. Merging methodology to calculate the clusters number k

We search for the minimization of Intra-cluster Uncertainty (𝐼𝑈 (𝐶𝑖))
f the cluster 𝐶𝑖 ∀ 0 ≤ 𝑖 ≤ 𝑛𝑐, and the maximization of the Separation
etween Groups (𝑆𝐺) for clusters 𝐶𝑖, 𝐶𝑗 with 𝑖 ≠ 𝑘. Then, our objective
unction is:

min
𝑘𝑛𝑐

𝐼𝑈 (𝐶𝑖)
𝑆𝐺(𝐶𝑖, 𝐶𝑗 )

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶

𝑖 ≠ ∅,𝑖 ∩ 𝑗 = ∅ 𝑓𝑜𝑟 𝑖, 𝑗 = 1,… , 𝑛𝑐, 𝑖 ≠ 𝑗,
𝑛𝑐
⋃

𝑖=1
𝑖 =  ,

eplacing 𝐼𝑈 (𝐶𝑖) with 𝑃𝐹𝑂𝑈 , 𝑆𝐺(𝐶𝑖, 𝐶𝑘) with 𝑑𝐹 (𝜇,𝛴), dividing by
minimum Fréchet distance (𝑑𝑓𝑚𝑖𝑛) and multiplying by the maximum
Fréchet distance (𝑑𝑓𝑚𝑎𝑥) for standardization, we define the Uncertainty
Fréchet (UF) index as our objective function:

𝑈𝐹 =
𝑃𝐹𝑂𝑈𝑑𝑓𝑚𝑎𝑥
𝑑𝐹 (𝑥,Σ)𝑑𝑓𝑚𝑖𝑛

, (8)

To find the best number of clusters we need to find the argument
that minimizes 𝑈𝐹 :
𝑘𝑢𝑓 = arg min

𝑘𝑛𝑐
𝑈𝐹 (𝑘𝑛𝑐 ) 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶

𝑖 ≠ ∅,𝑖 ∩ 𝑗 = ∅ 𝑓𝑜𝑟 𝑖, 𝑗 = 1,… , 𝑛𝑐, 𝑖 ≠ 𝑗,
𝑛𝑐
⋃

𝑖=1
𝑖 =  ,

(9)

s we search to minimize UF, we introduce the heuristic merging
ethodology presented in Fig. 2.

The methodology is agnostic to the clustering method, does not re-
uire hyperparameters tuning, adds information related to non-convex
lustering, and reduces computational time. The agglomerate heuristic
issolves clusters with low-density distances and chooses the number
f clusters based on UF. The first step is to apply clustering on  with
large number of clusters and calculate 𝝁 and Σ for each one. The

ext step is the calculation of UF. While 𝑛𝑐 is greater than two, then
alculate the Fréchet-Pairwise Matrix (𝐅𝐏𝐌) in which each element is
he Fréchet distance (𝑑𝐹 (𝜇,Σ)) for each pair of clusters. The next step
s to choose those of the lower element of 𝐅𝐏𝐌(ℎ, 𝑙), which represent

the closest clusters. The next step is to update the 𝐅𝐏𝐌 by merging
the two closest clusters. To update the matrix, the next steps should be
followed: first, the value of UF is added to the slope vector 𝐮𝐟 . Second,
update of 𝝁 and Σ. Update the FPM: delete the columns and rows of
the small pairs clusters. Finally, when 𝑛𝑐 = 2, check for the minimum
value of 𝐮𝐟 which corresponds to the recommended number of clusters

𝑘𝑢𝑓 .

5

The number of iterations depends solely on the initial number
of clusters. As clusters are merged in pairs until only one cluster
remains, the number of iterations will be equal to the initial number
of clusters. The clustering algorithm is only executed once during the
first iteration, during which the pairwise Frechet matrix is calculated.
In each subsequent iteration, only the columns and rows of merged
clusters are updated and the UF is calculated. Our approach differs from
other CIVIs, which require the clustering algorithm to be run in each
iteration. We summarize the proposed methodology in the algorithm 1.
Algorithm 1 UF Merging Algorithm
Require: 𝐗
1: Perform clustering with a large number of nc and calculate 𝚺, 𝜇 for each

cluster
2: while 𝑛𝑐 > 2 do
3: Calculate UF and append in 𝐔𝐅,
4: Compute the 𝐅𝐏𝐌(𝑛𝑐×𝑛𝑐)
5: Identify the most closest clusters represented by ℎ and 𝑙 positions of

𝐅𝐏𝐌,
6: Merge the clusters of positions 𝑘, 𝑙 in to a single element
7: Update the 𝚺, 𝜇, labels, 𝐅𝐏𝐌(𝑛𝑐−1×𝑛𝑐−1)
8: end while,
9: return 𝑘𝑢𝑓 =argmin (𝐔𝐅)

4. Experimental framework

This section details the testing of UF on multiple datasets with vary-
ing data distributions, including both convex and non-convex types. To
evaluate UF’s effectiveness, we conduct tests on different data features,
such as noise, compactness, and overlapping. By manipulating these
features, we sought to thoroughly evaluate the performance of UF
across a range of scenarios. In summary, we test our proposal with three
case studies: synthetic datasets, the real-world case study of Passive
Acoustic monitoring datasets, and the case study with publicly available
real-world data. We explain each of these case studies in the following
subsections.

4.1. Synthetic datasets

We test UF with synthetic convex and non-convex datasets. We
generate the data using combinations of the parameters presented in
Table 4 and Table 5 to generate 5,250 convex and 36 non-convex
synthetic datasets respectively.

Each generated dataset has 5,000 samples each with different dis-
tributions uniform, normal, logistic, gamma, triangular, ring-shape,
and moon-shape. For data generation, we used the MDCenpy frame-
work (Iglesias et al., 2019) and Scikit-learn with make-moons and make
rings functions (Pedregosa et al., 2011).

4.2. Benchmark datasets

We test our methodology in common real-world datasets as bench-

marks commonly used to test CIVIs. We use Iris, Wine, Breast cancer,
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Table 4
Combination parameters to generate convex datasets.

Parameters

Samples 5,000
Number of features 2, 10, 20, 40, 100, 200
K 2, 3...40
Distributions Normal, Gamma, Logistic, triangular
Compactness Factor 0.1, 0.3
Alpha_n 1, 5
Noisy Samples 0 (only for normal), 500

Table 5
Values of parameters to generate non-convex datasets.

Moon Circles

N of Clusters 2 to 20 2
Sigma 0.1 0.01
Radius 0 –
Noise – 0.05, 0.15, 0.25
Factor – 0.04: 0.04: 0.24
Dimensions 2 –
Total number of test 18 36

Table 6
Characteristics of real-world datasets.

Dataset Nsamples Features Classes

Wine 178 13 3 or 2
Iris 150 4 3
Cancer 569 31 2
Liver 566 11 3
Digits 1797 65 10
Haberman 306 3 2
Ionosphere 351 34 3
Spambase 4601 57 2
SwedishLeaf 500 128 15
Wafer 1000 152 2
Arrowhead 36 251 3
BeetleFly 40 512 2
Car 577 60 4

Digits, Haberman, Ionosphere, and Liver dataset from the UCI reposi-
tory (Dua and Graff, 2017). Also, Inspired by Xiao et al. (2021a), Guo
et al. (2017), and Ma et al. (2021), we include the following time series
datasets: Swedish Leaf, Wafer, Arrowhead, Beet Fly, and Car datasets
of UCR 2018 which is a widely used time series repository (Xing et al.,
2022; Guo et al., 2017)

See Table 6 to see the principal characteristics of each one.
In the case of time-series data, there are usually local and global

patterns. New algorithms, such as Deep Temporal Clustering Repre-
sentation (DTCR) (Guo et al., 2017), and Robust Temporal Feature
Network (RTFN) for feature extraction related to time series classi-
fication (Xiao et al., 2021a), have been able to deal with this type
of data. However, one of the challenges for recent functional clus-
tering algorithms for time series (Guo et al., 2017) is to increase
the performance and deal with missing data. Therefore, we employ
the recently proposed Clustering Method Representation Learning on
Incomplete time-series data (Guo et al., 2017; Ma et al., 2021) in
the time-series evaluation, as UF is capable of being agnostic to the
clustering algorithm.

4.3. Passive acoustic monitoring application

Passive Acoustic Monitoring (PAM) is a particular application that
needs to consider uncertainty metrics to evaluate the obtained parti-
tions. PAM uses recordings of soundscapes collected at ecosystem sites
that are analyzed through clustering algorithms for analyzing commu-
nity dynamics and landscape transformation. The recorded soundscape
is composed of an amalgam of sounds such as anthrophony: human-
generated sources, geophony: earth sounds such as rain, wind, and
6

Fig. 3. PAM study area situated in the Caribbean region of Colombia. Sites B1,..,
B11, tagged with red, yellow, and green points represent high, medium, and low
transformation.

Fig. 4. PAM methodology: The first step is calculating the acoustic indices with the
acoustic recordings. Then we train GMM of recordings for each stage of the day (5–
8 am, 8 am–5 pm, and 5 pm–5 am) obtaining 3 GMM models. For each model, a
clustering evaluation is performed to obtain the number of clusters. Finally, an analysis
of the ecological transformation is made.

thunders, and biophony: biologically generated sounds. Particularly,
there are data for biological phenomena, that clustering could confuse
with outliers, noise, or vice versa, as well as high uncertainty for
ecologists to identify the type of transformation of a point. Therefore, in
this application a CIVI based on uncertainty is crucial. Some CIVIs were
tested on PAM studies (Rendon et al., 2022b), finding that none has
shown good performance to define a good evaluation. Consequently,
we decided to test UF in a PAM dataset of 23,540 acoustic recordings
supplied by the Alexander von Humboldt Biological Resources Research
Institute of Colombia. The acoustic recordings were collected between
2015 and 2017 in the Bolivar department of Colombia’s Caribbean
region as part of the Global Environment Facility (GEF) project (Rendon
et al., 2022a). The study locations are located in a tropical dry forest
ecosystem, which is situated below 1,000 meters above sea level, highly
seasonal in its rainfall with dry periods of at least three months. Twelve
sites were sampled over a landscape transformation gradient in the
Arroyo Grande (Bolivar) area as shown the image 3. The recordings
were obtained using Wildlife Acoustics’ SM2 and SM3 recorders, which
were set up to record for five days nonstop at a rate of 5 minutes
every 10 minutes. Prior to field campaigns and after a landscape
transformation analysis was conducted, each site was classified as high,
medium, and low transformation. High transformation corresponds to
sites with a low proportion of retained forest and a high proportion
of lost forest between 2000 and 2016. Low transformation sites have
a high proportion of retained forest and a low proportion of lost
forest. The medium transformation corresponds to sites between these
two extremes. Although discrete states are commonly used in ecology
for site evaluation, they are not actually present in nature. In this
regard, finding transition states could help to a better understanding
of ecosystem health.

These ecological transformation labels were used to compare the re-
sults of unsupervised algorithms and internal validation indices through
the F1 score. In PAM applications it is expected to find new groups
based on the ground truth, but without falling into monotonicity or
lack of performance. For the experiment, we follow the methodology
in Rendon et al. (2022a) that is described in Fig. 4.

We use 15 acoustic indices as features that describe the soundscape

complexity as variables: ‘acift’ (Farina et al., 2016), ‘beta’ (Boelman
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et al., 2007), ‘ndsi’, ‘p’, ‘m’ (Depraetere et al., 2012), ‘np’ (Depraetere
et al., 2012), ‘mid’ (Depraetere et al., 2012), ‘bnf’ (Towsey, 2013),
‘md’ (Coensel, 2007), ‘fm’ (Towsey et al., 2014b), ‘sf’ (Ellis et al., 2015),
‘rms’ (Towsey et al., 2014b), ‘sc’ (Ellis et al., 2015), ‘tonnets’ (Ellis et al.,
2015). We use 3-day periods due to the sound variability of day hours.
Then, we use 3 GMM clustering models, one for each period.

4.4. Evaluation metrics

The evaluation of CIVIs is usually done concerning expected labels.
That is, given a set of different values for parameter 𝑛𝑐, 𝑚 partitions
𝑆 = 1,2,… ,𝑚 are obtained where only one has the best number
of clusters (𝑘𝑢𝑓 ). Generally, in the evaluation, the CVIs are computed
for each partition where the maximization or minimization of the CIVI
is sought to choose the ‘best’ partition. For example, for the maxi-
mization case, the function 𝐼(𝑖) computes the value of the evaluated
CIVI for the partition 𝑖, where 𝐶𝐼 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖∈𝑆 (𝐼(𝑖)) is the best
partition. This evaluation approach works through the ‘‘correctness
assumption’’ (Gurrutxaga et al., 2011) which establishes that clustering
algorithms work correctly. In other words, of 𝑚 partitions the best
partition is the one closest to 𝑘. However, there has been evidence that
clustering algorithms do not always determine the correct partitions
(complex environments such as noisy datasets, and over-sampled clus-
ters). In 2011, Gurrutxaga et al. (2011) proposed a new evaluation
methodology, where the best partition must be chosen using different
similarity metrics depending on the criteria evaluation. In this work,
we use the three following metrics:

1. The Adjusted Mutual Information (AMI) (Vinh et al., 2010)
measures the degree of similarity of two labels for the same
data set independently of the label values. While other metrics
like the Rand index score are available, some studies like Ro-
mano et al. (2016), Guo et al. (2017) have shown that such
measures can be adversely affected by imbalanced data or a
high number of clusters. Therefore, we use AMI to evaluate
synthetic convex cluster quality (see Fig. 5). We aim to assess
the partitions by considering the CIVI performance relative to
the clustering algorithm and penalizing an incorrect number of
clusters evaluation.

2. The ‘‘number of clusters score’’ is a metric that measures how
well the clustering results align with the ground truth labels in
terms of the number of clusters. In our evaluation of both bench-
marks and nonconvex datasets, we use this metric to determine
the best partition, considering the shapes and capacity of CIVIs,
regardless of the clustering algorithm used. Fig. 6 illustrates
this approach. Once we have identified the optimal number of
clusters, we evaluate the partition by looking at the number of
cluster hits.

3. The F1 score is based on the harmonic mean of precision and
recall (Sokolova et al., 2006). The cluster labels do not neces-
sarily correspond to real labels, so we use a contingency matrix
to evaluate the F1 score.

In PAM, the ground truth gives an idea of clusters, but it may not
necessarily correspond to the ground truth number of partitions. For
example, suppose that experts label some sites with discrete states
according to the ecological transformation: high, medium, and low.
Clustering methods help to find transitions among these states and
discover more clusters than the ground truth. Therefore, the evaluation
must consider the ground truth but aim to analyze better new clusters,
as shown in Fig. 7. Nevertheless, Metrics like AMI do not serve this
purpose. Then, to evaluate PAM, we use the cluster best-fit combination
F1 score as the evaluation metric. We also consider the number of
clusters for tracking monotonicity.

There are two recent approaches related to measuring uncertainty
for partition evaluation RU (Sirmen and Üstöndag, 2022), and 𝜖-
Stable (Ozkan and Türkşen, 2012), both CIVIs have the limitation that
7

Fig. 5. Comparison of evaluation metrics for convex datasets. (a) Real clusters. (b)
Clustering with k: 4, with AMI: 1, F1 score: 1, and a number of clusters score:1. All
evaluation metrics assume good-quality clusters. (c) Clustering with 𝑘: 4, with AMI:
.84, F1 score: 1, number of clusters score:0. AMI performance is affected, since k
oes not correspond to the real number of clusters, in contrast to F1 score, and n of
lusters score that are not affected.

Fig. 6. Comparison of evaluation metrics for convex datasets. (a) Real clusters. (b)
Clustering with k: 4, with AMI: 1, F1 score: 1, and a number of clusters score of 1.
All evaluation metrics assume good-quality clusters. (c) Clustering with 𝑘: 4, with AMI:
.84, F1 score: 1, number of clusters score:0. AMI performance is affected, since k does
ot correspond to the real number of clusters, in contrast to F1 score, and n of clusters
core that is not affected.

Fig. 7. Evaluation metrics for PAM datasets. PAM datasets consist of many sound
elements with different kinds of distributions. Experts provide a general idea of the
present groups, but each group can contain subgroups. In this example, yellow, red,
and purple circles represent the groups provided by the experts, while the real number
of clusters is 20 (shown in green shades). Due to the ground truth, metrics such as
AMI and the number of clusters score may not accurately evaluate the partition. In
contrast, the F1 score enables intracluster evaluation.

they require fuzzy membership degree hyperparameters. Therefore, we
compare our proposal with the best-performance CIVIS in the literature
for synthetic and real-world datasets. The CIVIs are the following:
SI (Jajuga et al., 2020), RTL (Ratkowsky and Lance, 1978), BH (Ball
and Hall, 1965), SD (Dudek, 2020), DB (Dudek, 2020), XB (Muranishi
et al., 2014), CH (Caliński and Harabasz, 1974), Dnn (Dunn, 1974),
MCR (Zhang et al., 2018), PB (Hands and Everitt, 2010), RT (Ray and
Turi, 2000), WG (Wemmert et al., 2000), C (Hubert and Schultz, 1976).
We did not consider other recent CIVIs in the comparison due to their
limitations concerning their underlying assumptions. However, we ac-
knowledge their potential under specific usage conditions. For instance,
the absolute GOI indices (Iglesias et al., 2020) capture the essence
of geometric measurements and provide a coherent interpretation of
the data structure. However, their effectiveness depends on the input
context, self-tuning strategies, and the interpretation of the output
indices. The GSCV (Xu et al., 2020) demonstrated great potential but
only for hierarchical clustering algorithms. Finally, we aim to achieve
independence from the type of clustering algorithm used. Therefore,
we do not consider CIVIs that are not agnostic to clustering algorithms,
such as the CIVI 𝛼-elbow (Shi et al., 2021), or CIVIs that rely on fuzzy-
type algorithms, such as CRITIC (Wang et al., 2023), RU (Sirmen and

Üstöndag, 2022) and VHY (Wang et al., 2021).
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Table 7
The summarized results for the tested datasets are presented below. The best scores are highlighted in bold.
CIVI Normal (not

noise) AMI
Noise convex
AMI

Real
benchmarks AMI

PAM
F1score

Non-convex hits Non-convex
AMI

SI (Jajuga et al., 2020) 0.980 0.965 0.323 0.647 0 0.652
BH (Ball and Hall, 1965) 0.980 0.965 0.284 0.647 0 0.652
RTL (Ratkowsky and Lance, 1978) 0.944 0.944 0.275 0.803 0 0.566
SD (Dudek, 2020) 0.955 0.954 0.333 0.640 0 0.644
XB (Muranishi et al., 2014) 0.955 0.953 0.287 0.787 0 0.557
MCR (Zhang et al., 2018) 0.980 0.945 0.294 0.800 4 0.785
WG (Wemmert et al., 2000) 0.956 0.956 0.277 0.810 0 0.557
PB (Hands and Everitt, 2010) 0.980 0.959 0.273 0.560 5 0.783
UF (Ours) 0.960 0.864 0.495 0.803 35 0.815
1

d
c

t

We use Gaussian Mixture Models GMM (Expectation Maximiza-
ion) to test the performance on real and synthetic datasets as it
howed a proficiency for datasets with high uncertainty (Rendon et al.,
022b). To ensure a fair comparison of the CIVIs, we evaluate them
sing identical hyperparameters across all clustering algorithms and
atasets. For the GMM, we used the following hyperparameters: covari-
nce type: full, convergence threshold: 1e-3, and K-means initialization
ethod to define means and covariance matrices. In the case of time-

eries data, we applied Clustering Representation Learning on the
ncomplete time-series (CRLI) algorithm (Xie et al., 2023a) with the
ollowing hyperparameters, n generator layers=2, RNN hidden size=64
nd epochs=5.

. Results

We designed a GUI Python application that calculates the mentioned
IVIs (including our proposal) to run the proposed tests. The code is
vailable in: https://github.com/David9203/CVI-Frechet-Mahalanobis.

The link includes the real-world PAM dataset and the code to generate
the synthetic data. The real-world data from benchmarks (Iris, Wine,
Breast cancer, Digits, Haberman, Ionosphere, Liver, Swedish Leaf,
Wafer, Arrowhead, Beet Fly, and Car) are available at UCI repository2

and UCR repository.3
The computing system used was a GenuineIntel CPU family 64-bit

Byte, specifically an Intel(R) Core(TM) i7-6800K CPU running at a clock
speed of 3.40 GHz, 32 GB of RAM, 12 CPU(s) with two thread(s) per
core. In the following subsections, we describe and analyze each one
of the tests (see Table 7).

5.1. Synthetic datasets

To evaluate the performance of CIVIs on synthetic data, as described
in Section 4.1, we use the number of clusters score for non-convex data
and AMI for convex data, as outlined in Section 4.4. We evaluate a total
of 5,286 synthetic datasets using the aforementioned metrics, and the
summarized results are presented in the following sections.

5.1.1. Convex clusters
Fig. 8 shows normal convex data without noise. As the graph shows

UF, SI, BH, WG, MR and XB obtain AMI performance higher than 0.99.
Fig. 9 shows best-performed indices in convex-noisy datasets. For

normal, uniform, and triangular distributions with noise, each one
with 900 datasets generated. We have evidence that there is an AMI
higher than 0.90 for UF, SI, BH, SD, XB WG, and MR. UF’s perfor-
mance obtained an AMI score of less than 0.75 for gamma and logistic
distributions.

Regarding the noisy-convex distributions, the factors which reduce
performance are the overlapping, the compaction factor, and the higher

1 All codes are available here https://github.com/David9203/CVI-Frechet-
ahalanobis.
2 UCI repository: https://archive.ics.uci.edu/ml/index.php.
3 UCR repository: https://www.cs.ucr.edu/~eamonn/time_series_data/.
 U

8

Fig. 8. CIVIs AMI performance for convex data broken down by normal distribution.

Fig. 9. CIVIs AMI performance for noisy convex data.

Fig. 10. CIVIs AMI performance of noisy convex datasets broken down by compactness
factor. (a) compactness factor= 0.3, (b) compactness factor= 0.1.

dimensions. SI obtain the best performance for the noisy convex dis-
tribution, similar to what Arbelaitz et al. (2013) found in 2013. We
find that a high compactness factor (0.3) affects PB, BH, and XB for
normal-noisy distributions as shown in Fig. 10. Gamma distribution
presents the most difficulties in performance, which affect all indices.
UF performed well (AMI ≥ 0.98) for Normal distribution. However, UF
ecreases the performance when the datasets have a high degree of
ompactness factor, as shown in Fig. 10.

The degree of overlap is the most significant factor influencing
he performance of CIVIS on noisy-convex distributions. Specifically,
F and PB are highly affected by the level of overlap, as illustrated

https://github.com/David9203/CVI-Frechet-Mahalanobis
https://github.com/David9203/CVI-Frechet-Mahalanobis
https://github.com/David9203/CVI-Frechet-Mahalanobis
https://archive.ics.uci.edu/ml/index.php
https://www.cs.ucr.edu/~eamonn/time_series_data/
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Fig. 11. CIVIs AMI performance of noisy convex datasets broken down by (a) low
overlap, (b) high overlap.

Fig. 12. Example of failure of UF. Dataset with high overlapping and high compaction.
a) real-world dataset (b) SI recommended partition (c) UF recommended partition.

n Fig. 11. This behavior of UF can be attributed to the merging
ethodology.

UF is prone to merge most closed clusters while not other indices.
or example, Fig. 12.a shows a dataset with four clusters, in which
I recommends the same partitions as it is shown in Fig. 12.b, while
F merges the most closes indices recommending Fig. 12.c partition
ith two clusters. This relative behavior can be an advantage or
isadvantage according to the criteria to decide what a cluster is.

Regarding the dimensions, Fig. 13 shows the performance of the
IVIs with different numbers of features.

UF methodology exhibits superior performance (𝐴𝑀𝐼 > 0.88) when
pplied to datasets characterized by high dimensions and following
amma, Triangular, and Uniform distributions. Nevertheless, UF tends

o decrease in performance in logistic noisy environments. We find that
F obtained the best performance for high dimensions (𝐴𝑀𝐼 = 0.96),

and even the performance decreases for smaller dimensions (more
uncertainty). The PB CIVI performed poorly for all noisy convex distri-
butions with high dimensions. On the other hand, XB under-performed
(AMI ≤0.80) in the case of noisy-normal datasets.

5.1.2. Non-convex datasets
We show the performance for non-convex data in Fig. 15. Only

UF and PB are the CIVIs that discovered non-convex shapes. Most
frequently used CIVIs (C, DR, WG, DNN, XB, and DB) showed low
performance for both of the distribution shapes used in the text: in-
terleaving half circles (moon) and circles containing a smaller circle
(circles) in the two shape compositions used, interleaving half circles
(moon) and the circle surrounding a smaller circle (circles). The good
9

results for UF are due to its ability to join small neighboring clusters
based on the Fréchet distance proving the potential of uncertainty and
merging methodologies used in non-convex data to select the correct
number of clusters (see Fig. 14).

5.2. Real-world benchmark datasets

Overall, Table 8 demonstrates that UF shows the potential to rec-
ommend the correct number of clusters for nearly all of the real-world
benchmark datasets tested. The table provides detailed information
about each dataset in the first four columns, followed by the number
of clusters recommended by each CIVI in the subsequent columns.
The table’s last row summarizes the number of hits for each CIVI
in the respective datasets. In these datasets, UF accurately predicted
the number of clusters in 8 out of 13 datasets. Regarding the AMI
performance, Fig. 15 presents the performance behavior that CIVIs have
according to each real-world dataset.

Fig. 15 indicates that the performance of clustering algorithms
varies significantly across datasets and CIVIs. For example, the IRIs
dataset exhibits higher average values (0.71), compared to the Haber-
man dataset, in which the clustering algorithm did perform poorly
despite the CIVIs recommending the correct number of clusters (see
Table 8). Additionally, while CIVIs such as Silhouette yield impressive
high performance for synthetic datasets, they show low performance for
nearly all non-time-series datasets, except for the Wine dataset. Then,
we have evidence that not necessarily the number of clusters equal to
the ground truth corresponds to the real performance of the dataset.
For example, UF recommends the correct number of clusters of ground
truth for the Liver dataset but obtains a low performance compared
to other CIVIs such as RTL, BH, XB, AND WG. However, UF is the
best-performing CIVI in almost all cases of non-time series, except for
the Liver dataset. We highlight that UF is also the best AMI for the
Digits dataset, recognizing the graphic patterns of this dataset better
than other CIVIs.

Regarding the number of clusters in the case of time series datasets,
UF, WG, and Silhouette are the ones that behaved better in terms of
predicting the number of partitions correctly (see Table 8). However,
regarding AMI, the indices obtained a performance lower than 0.70, as
shown Fig. 16, demonstrating the significant limitation of these indices
suggesting the number of clusters for time series datasets.

5.3. PAM dataset

As PAM seeks to understand the dynamics of ecosystems through
sound, it is critical to partition interpretability in which the clusters
represent different sound behaviors of anthropophony, geophony, and
biophony. Table 9 shows the best-performed CIVIs with their F1 score
performance and the number of clusters for the PAM application in each
day period. The results show that it is possible to identify the ecological
transformation of the tropical forest ecosystem through the CIVI UF.

We found that UF, MR, BH, and SD have a performance greater than
0.77 for each stage. However, UF recommends a low number of clusters

(bold and italic values in Table 9) with high performance compared to
Fig. 13. CIVIs AMI performance of noisy convex datasets broken down by a number of dimensions. (a) <20, (b) 40, (c) 100, (d)200.
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Table 8
Results of UF for real-world datasets, each cell of CIVIs columns represents the recommended number of clusters for each cluster. The best results are marked in bold.
Dataset Nsamples Features Classes SI (Jajuga et al.,

2020)
RTL (Ratkowsky
and Lance,
1978)

BH (Ball and
Hall, 1965)

SD (Dudek,
2020)

XB (Muranishi
et al., 2014)

MCR (Zhang
et al., 2018)

PB (Hands and
Everitt, 2010)

WG (Wemmert
et al., 2000)

UF (ours)

WINE 178 13 3 or 2 3 2 9 7 16 2 9 9 2
Iris 150 4 3 or 2 2 9 8 3 7 8 9 2 3
Cancer 569 31 2 2 19 2 5 14 19 18 2 2
Liver 566 11 3 2 9 2 5 9 9 6 2 3
Digits 1797 65 10 8 8 2 9 8 8 2 2 19
Haberman 306 3 2 2 2 9 3 3 8 8 5 2
Ionosphere 351 34 3 7 7 2 8 10 7 2 2 3
SwedishLeaf 500 128 15 2 13 5 2 2 5 2 12 19
Wafer 1000 152 2 2 14 5 3 2 14 2 2 2
ArrowHead 36 251 3 2 14 13 26 8 14 14 2 2
BeetleFly 40 512 2 2 14 11 26 8 14 13 2 2
Car 577 60 4 2 13 13 24 9 11 14 2 3

n hits 6 1 1 1 1 1 1 4 8

10
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Table 9
CIVIs performance for PAM data considering the recommended cluster numbers and F1 performance score that each CIVI had in each day period. Best result considering both
metrics are marked in bold.

Index 𝑁 clusters (5-8) 𝑁 clusters (8-17) N_CLUSTERS (17-5) F1 score (5-8) F1 score (8-17) F1 score (17-5)

CH (Caliński and Harabasz, 1974) 2 6 4 0.461 0.604 0.487
BH (Ball and Hall, 1965) 67 84 59 0.773 0.806 0.845
C (Hubert and Schultz, 1976) 97 97 97 0.790 0.804 0.847
DB (Dudek, 2020) 100 6 99 0.802 0.602 0.858
SI (Jajuga et al., 2020) 81 6 6 0.785 0.602 0.561
PB (Hands and Everitt, 2010) 99 2 100 0.797 0.334 0.852
SD (Dudek, 2020) 37 65 60 0.740 0.797 0.833
XB (Muranishi et al., 2014) 65 84 60 0.771 0.806 0.833
MCR (Zhang et al., 2018) 99 97 97 0.797 0.806 0.843
UF (ours) 44 42 45 0.771 0.806 0.843
n
i
t
o
a
r

c
o
d
t
t
i
a
a
w
c

Fig. 14. CIVIs number of clusters performance for nonconvex data, axis represent the
number of hits, of best performed CIVIs.

Fig. 15. AMI CIVIs performance for real-world non-time-series data: Wine, Iris, Cancer,
iver, Digits, Haberman, Ionosphere, and time-series SwedishLeaf, Wafer, ArrowHead,
eetleFly, Car datasets.

Fig. 16. AMI CIVIs performance for time series data: SwedishLeaf, Wafer, ArrowHead,
eetleFly Car.

he other indices, which ensures better interpretability with the same
core. On the other hand, other indices as XB, DB, BR, BH, MR, and

show monotonicity. UF obtain the best results considering both: the
ow number of clusters and the performance. The 17–5 period acquires
he highest F1 score performance using almost all CIVIs (BH, C, DB, PB,
D, XB, UF, MR). This behavior could be related to the variability and
istribution of sounds that occur at night and their intra-similarity.
 o
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In PAM there are different distributions of data which are not
necessarily normal since each recording varies according to the sounds
of diverse sources. Results show that UF is capable of grasping these
acoustic behaviors. We demonstrate that using UF and GMM distri-
butions, making it possible to find intermediate value transformations
and correlate locations with comparable transformations for the distinct
hours that offer diverse patterns of sound: morning (5–8), day (8–
17), and night (17–0). In a completely unsupervised manner, our
methodology assesses whether the ecological transformation calculate
automatically at a place is equivalent to the transformation labels
determined in advance by field staff and remote sensing.

5.4. Discussion

UF demonstrates the capability to handle cases of noisy convex
clusters for normal, uniform, triangular distributions, and nonconvex
distributions as well as real-world applications. In the PAM application,
there may be non-convex forms of the soundscape, not necessarily
of biological species in which UF is liable to give an idea of these
clusters. The performance of CIVIs such as Silhouette is satisfactory
when dealing with convex synthetic datasets. These CIVIs tend to
display unexpected clusters when faced with a lack of samples to define
a distribution in real-world datasets or when dealing with data that has
non-convex distributions. It is clear that there is no CIVI that is superior
to others, as each has its advantages and limitations depending on the
specific application. Certain indices such as SI, MR, BH, SD, and WG
are suitable for handling datasets with convex assumptions. Therefore,
selecting the appropriate CIVI for a specific application should be based
on understanding the underlying data assumptions. The silhouette CIVI
may be a good option for some applications, while UF may be more
suitable for others, as shown in Fig. 12.

UF relies on the Frechet distance and the PFOU computation. The
computational complexity of the Frechet distance, 𝑑𝐹 (𝝁,Σ), repeated
𝑛𝑐 times is (𝐷2𝑛𝑐2) since we compute it between all clusters and the
umber of dimensions. On the other hand, the computational complex-
ty of the PFOU relies on the Mahalanobis distance, which depends on
he number of dimensions, 𝐷, with the complexity of (𝐷2𝑛). Then, the
verall complexity of UF is (𝐷2𝑛𝑐2). However, if the used clustering
lgorithms provide the covariance matrices the computational cost is
educed to (𝑛𝑐2).

Although UF has shown to be an efficient methodology in most
ases, our proposal has a limitation of reduced performance in the case
f datasets with noisy distributions with a high overlap and logistic
istributions. Probably, this is because of the method’s normal distribu-
ion assumption and the merging methodology. Therefore, to improve
he performance in datasets with noisy distributions and high overlap
n logistic distributions, it would be beneficial to consider statistical
ssumptions for such data types in future work. The relativity of what
cluster is depends on the application and could be subjective, as
ell as the choice of the CIVI to use. Nevertheless, we emphasize the

apability of UF to identify representative clusters even in the absence

f distributional information. Regarding the PAM application, we show



N. Rendon, J.H. Giraldo, T. Bouwmans et al. Engineering Applications of Artificial Intelligence 124 (2023) 106635
the high potential to identify the health of transformed ecosystems
through CIVIs. This approach helps with landscape monitoring, iden-
tifying sites with unique characteristics, and creating action plans to
halt the ecological decline passively.

In PAM and real benchmarks (Iris, Wine, Breast cancer, Digits,
Haberman, Ionosphere, Liver, Swedish Leaf, Wafer, Arrowhead, Beet
Fly, and Car datasets), UF is the one that behaved best, concerning
performance and the number of clusters obtained when the merging
is applied. Convex noisy-overlapped data could affect the performance
of UF depending on what would be considered a cluster or not, as we
showed in the example of Fig. 12. The importance of our application
lies in the component that can aid in our comprehension of natural
settings and which can support ecological research initiatives. Besides,
UF might influence pertinent domains where clustering validity is
essential, like in computer vision of unsupervised domain adaptation
for person re-identification (Rami et al., 2022). The use of unsupervised
algorithms and CIVIs offers an advantage over supervised algorithms
since they allow the discovery of new groups that were not previously
defined, providing valuable information to the analyst. For instance, in
this study, environmental conservation experts labeled each location
with only three transformation states based on satellite images, which
did not fully characterize the sites due to their dynamic nature.

6. Conclusion

In this study, we proposed a new CIVI, the Uncertainty Fréchet
(UF), that can quantify uncertainty and assess the quality of cluster
partitions in unsupervised learning scenarios. UF is a versatile met-
ric that can accommodate both crisp and soft clustering approaches,
making it a suitable option for Passive Acoustic Monitoring (PAM)
of ecosystems. While other CIVIs such as SI, MR, BH, SD, and WG
handled applications with assumptions of convex datasets, UF has
shown competitive performance in these scenarios as well. More im-
portantly, UF has demonstrated superior performance in non-convex
and real-world datasets, showcasing the potential of uncertainty-based
metrics that consider the underlying geometry of the dataset space. The
results encourage further work on these types of CIVIs. For example,
an interesting future direction would be improving UF for compressing
time series applications and datasets with overlapping noisy data.
Choosing the most appropriate CIVI for an application requires careful
consideration of the data distribution’s characteristics and assump-
tions. Continuing to refine and develop CIVIs can lead to a better
understanding of their strengths and limitations, resulting in improved
accuracy and reliability of clustering results. We believe that UF and
other uncertainty-based metrics may impact on unsupervised learning.
Nonetheless, more research and testing on specific applications are
needed to validate the effectiveness of these methods.
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