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Abstract - This paper focuses on CFD simulations of the internal flow field of jet pumps, which are passive pumping devices. A 

numerical method based on the RANS equations is proposed, and its abilities are analysed by comparing the obtained results with the 

available experimental data. The turbulent flow is simulated using Boussinesq hypothesis which relates Reynolds stresses to the mean 

velocity gradients via turbulent viscosity. The k-ε model (along with the Standard wall function) and the k-ω SST model are used to 

calculate the turbulent viscosity for solving the flow in near-wall regions. Before checking the validity of the numerical results, Grid 

Convergence Index (GCI) is estimated to evaluate the mesh. The analysis showed that the maximum GCI is at the cell near the wall with 

the value of 0.08%. Comparison of the numerical results and experimental data shows that the model captures the jet pump efficiency 

range with average relative errors of 7.3% and 8.47% for the k-ε and k-ω SST turbulence models, respectively. The numerical results 

also confirmed that increasing the flow ratio causes the mixing location between the primary and secondary flows to move toward the 

outlet of the jet pump, which was observed in the previous experimental investigations. The static pressure coefficient, which indicates 

the pumping effect of the jet pump, is calculated via both of the turbulence models and the comparison with the experimental data showed 

that the average relative error is 10.68% and 3.21% for the k-ε model and the k-ω SST model, respectively. The study shows that accurate 

modelling of jet pump parameters is feasible using RANS approach.  
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1. Introduction 
Jet pumps are passive pumping devices which can be utilized for pressurizing and/or displacing a fluid, and operate 

based on the energy of a primary (motive) fluid [1]. Inside the device, part of the energy of the motive fluid is transferred to 

a secondary (driven) fluid through momentum exchange processes. Typically, a jet pump consists of four main components, 

namely: nozzle, suction chamber, mixing throat and diffuser. The primary flow is discharged through a nozzle (in the same 

manner as a jet) into the mixing throat with high kinetic energy. This process causes a pressure drop in the suction chamber, 

and the secondary flow is forced into the pump. The two flows enter the mixing throat where the momentum transfer takes 

place. The mixed flow then passes the diffuser where its kinetic energy is converted to pressure energy, and the desired 

pumping effect is achieved [2].  

Jet pumps have been employed in various applications because of their simplicity and high reliability, absence of 

lubricants or bearings [3] and low installation costs [4]. Xiao et al. [5] used a jet pump as a potential tool for conveying fish 

in the aquatic industry. These devices can also be employed for transportation of hazardous liquids or rocks with limited 

dimensions [6]. Several applications of jet pumps as a boosting system are discussed in the study of Peeran et al. [7]. 

The performance of jet pumps can be investigated using 1D theoretical models, Computational Fluid Dynamics (CFD) 

models and experimental methods. 1D theoretical modelling refers to using the integral forms of conservation equations for 

calculating the flow parameters at predefined cross sections of the jet pump. Winoto et al. [8] used this approach to study the 

performance of a jet pump with water for both the primary and the secondary flow. The governing equations of the 1D model 



 

 

 

 

 

 

 

ENFHT XXX-2 

contained the friction loss coefficient for each component of the jet pump. The friction loss coefficient of the primary nozzle 

was obtained experimentally, and the value for the suction chamber, mixing throat and diffuser were defined based in 

previous literature which makes the model case dependent. Cunningham [9] proposed a 1D theoretical model for liquid-gas 

jet pumps. The introduced 1D model represented the flow behaviour as long as the mixing shock is located in the mixing 

throat. Cunningham and Dopkin [10] experimentally observed that the assumption of constant friction coefficients for 

modelling liquid jet pumps is satisfactory if complete mixing occurs inside the throat. Otherwise, the coefficients are highly 

dependent on the flow rate of the jet pump. It can be concluded that the 1D theoretical approach is an efficient method in 

terms of computational costs. However, their functionality is very limited since it requires the empirical adjustment of the 

friction loss coefficients for closing the system equations. 

CFD models are an alternative method for studying jet pumps. This method allows the exploration of effects of 

geometrical [11], [12] and operational parameters [13], [14] on jet pump performance and the internal flow field [15]. Xu et 

al. [16] used Large Eddy Simulation (LES) to investigate the turbulent flow field of an annular jet pump. The numerical 

domain contained more than 11 × 106 cells. Although great details of the flow were represented by LES, the large 

computational cost of the method restricts its application. The Reynolds-averaged Navier–Stokes (RANS) approach is a less 

computationally expensive technique which can be used for modelling the turbulent flow field of single-phase [17] and multi-

phase jet pumps [18]. This approach not only features acceptable accuracy [15], but also requires fewer computational 

sources than other approaches such as Direct Numerical Simulation (DNS) and LES [19]. In this regard, the present study 

aims to introduce a validated CFD tool based on the RANS for simulating jet pumps. 

The paper is organized in the following manner: Section 2 describes the numerical method. Details about the numerical 

domain and the results of the grid sensitivity analysis are provided in Section 3. The validation is shown in Section 4, followed 

by the most relevant conclusions in Section 5. 

 

2. Numerical Methods 
The RANS approach (in the steady and incompressible form) is used here for the simulation of the flow field in liquid 

jet pumps. In this approach, the field variables (velocity components, pressure and other quantities) of the instantaneous 

Navier-Stokes equations are decomposed into the mean and fluctuating components [20]. The procedure results in additional 

averaged products (Reynolds stresses) which represent turbulent fluctuations of momentum and must be modelled. One of 

the approaches for modelling turbulent flows is using Boussinesq hypothesis which relates Reynolds stresses to the mean 

velocity gradients [21] through the turbulent viscosity (μt). Two closures are compared here, namely, the Realizable k-ε 

model [22] (along with the standard wall function [23]) and the k-ω SST model [24]. In the realizable k-ε model, two transport 

equations for the turbulence kinetic energy, k, and the turbulence dissipation rate, ε, are solved. The k-ω SST model uses the 

k-ω model [25] in the near wall regions while the k-ε model is used for regions away from the wall. The transport equation 

of the specific dissipation rate, ω, is also solved. 

The flow field is numerically simulated using a pressure-based solver, in which the velocity field is obtained from the 

momentum equations and the pressure field is calculated by solving a pressure correction equation obtained by manipulating 

continuity and momentum equations, available in ANSYS Fluent 2022R1. The governing equations for the conservation of 

mass, momentum and turbulence are solved using a control-volume-based technique that consists of discretization of the 

integral governing equation on the computational grid and linearization of the discretized equations. The spatial discretization 

is achieved by a second-order upwind scheme [26], while a second-order method is used for the calculation of pressure at 

the cell faces [20]. The gradients of all variables are computed based on the least squares cell-based gradient method [20]. 

The mass flux through the cell faces is calculated using the Rhie and Chow method [27], and the SIMPLE algorithm enables 

to overcome the pressure-velocity coupling [28]. Finally, the obtained linear system of equations is solved by the Gauss-

Seidel method [20]. 

 

3. Numerical Domain and Grid Sensitivity Analysis 
The numerical domain is designed based on the water jet pump used in the experiments of Sanger [29], which used 

water for both the primary and secondary flows. The area ratio (ratio of the primary nozzle area to the mixing throat area) of 
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the selected jet pump is 0.197 and there is no space between the primary nozzle outlet and the mixing throat. The mixing 

throat length and diameter are 194 mm and 34.2 mm, respectively. The diffuser length is 490 mm and its angle is 6º. The 

objective of the experiments was to analyse the performance of the jet pump over a wide range of operational and geometrical 

conditions. Fig. 1 shows the adopted 2D axisymmetric numerical domain along with the boundary conditions and the 

structured grid system. Based on the experiments of Sanger [29] the mass flow rate of the primary flow and the pressure of 

the secondary flow are fixed to 3.97 kg/s and 103 kPa, respectively. The mass flow rate of the outlet is changed to reach 

various flow ratios (𝑀 =
𝑄2

𝑄1
, where 𝑄2 and 𝑄1are volume flow rates of the secondary and primary flows). A turbulence 

intensity (the ratio of the root-mean-square of the velocity fluctuations to the mean flow velocity) of 5% and a turbulent 

viscosity ratio (𝜇𝑡/𝜇) of 10 are imposed at both flow inlets for specification of the turbulence quantities. No-slip condition 

is imposed to all walls. 

 

 
Fig. 1: The boundary locations and conditions of the simulated of the jet pump and the 33k structured grid system. 

 

In this study, the Grid Convergence Index (GCI) is adopted to estimate the discretization error of the k-ε simulations 

based on Richardson extrapolation. As it is recommended in [30], three different grids are generated for GCI analysis. The 

coarse, medium and fine grids contain 16749 (≈16k mesh), 33220 (≈33k mesh) and 54226 (≈54k mesh) structured cells, 

respectively. Fig. 1 shows the 16k mesh as an example. The numerical data achieved from the total pressure (𝑝 + 𝜌𝑣2 2⁄ ) 

profile at x/dt = 4.8 (where x-axis origin is located at the outlet of the primary nozzle and dt is the mixing throat diameter) 

when M=1.6 is used for GCI analysis. The representative grid size for a 2D grid system is calculated using  

h = [1
𝑁⁄ ∑ Ai

N
i=1 ]

0.5
, where Ai is the area of the ith cell, and N is the total number of cells used for the computations. The 

representative cell size for 16k, 33k and 54k mesh systems at x/dt = 4.8 are 7.5× 10-4 m, 5.48× 10-4 m and 3.7× 10-4 m, 

respectively. If h1<h2<h3 and r21=h2/h1 and r32=h3/h2, the apparent order of accuracy, p, is calculated using Eqs. (1) and (2): 

 

𝑝 =
1

ln(𝑟21)
|ln|ε32/ε21| + 𝑞(𝑝)| (1) 

𝑞(𝑝) = ln (
𝑟21

𝑝 − 𝑠

𝑟32
𝑝 − 𝑠

) (2) 

where 𝑠 = 1 × 𝑠𝑖𝑔𝑛(𝜀32 𝜀21⁄ ), ε32=φ3- φ2, ε21=φ2- φ1 and φk denotes the solution of φ on the kth grid system. ea
21 =

|(𝜙1 − 𝜙2)/𝜙1| is the approximate relative error and the grid convergence index is calculated using  
𝐺𝐶𝐼𝑓𝑖𝑛𝑒

21 = 1.25𝑒𝑎
21 (𝑟21

𝑝 − 1)⁄ . The analysis showed that the maximum GCI is at the cell near the wall with the value of 

0.08%. It should be mentioned that 88% of the points showed the oscillatory convergence (ε32 / ε21<0). The local order of 

accuracy (p) calculated using Eq. 1 is in the range of 0.6 to 10.7, with the average value of 5.2 which shows the high accuracy 

of the simulations. Additionally, the maximum approximate relative error is 1.2% for the mentioned cross section. Fig. 2 

shows the comparison between the numerical total pressure calculated via the various grid systems at x/dt = 4.8. 
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It can be concluded from the GCI analysis that the numerical results obtained using k-ε turbulence model are grid-

convergent. Consequently, the 33k grid system is selected for the next simulations.  

 
Fig. 2: The numerical total pressure calculated via three different grid systems at x/dt = 4.8 when M=1.6. 

 

It has to be noted that since no wall function is used for the simulation with the k-ω SST turbulence model, the mesh 

system is refined for resolving the flow field in the near wall regions. Both structured (with the same pattern shown in Fig. 

1) and unstructured (triangular) girds are generated for the simulation with the k-ω SST turbulence model. To ensure that the 

adequate number of grids has been generated for resolving the boundary layer, the velocity profile at x/dt=2.84 (middle of 

the mixing throat) is compared against the Standard law of wall curves in Fig. 3. 𝑦+ in this figure is the non-dimensional 

distance from the wall and calculated via 
𝑦𝑢𝜏

𝜈⁄ , where y is the vertical distance from the wall, 𝑢𝜏 is the friction velocity 

(= √
𝜏𝑤

𝜌
 where 𝜏𝑤 is the wall shear stress and 𝜌 is density), and 𝜈 is the kinematic viscosity. The vertical axis shows 𝑢+ which 

is the dimensionless streamwise velocity (𝑢/𝑢𝜏). The agreement between the numerical results and the universal boundary 

layer velocity profile confirms that the utilized grid is fine enough for capturing the flow field in the near wall regions. 

 

4. Validation 

In this section, the results obtained from the introduced numerical model will be compared with the experimental data 

reported in Sanger [29]. One of the main parameters that can be used for evaluating the performance of the jet pumps is 

efficiency (), which is calculated as [8]: 

 

𝜂 =
𝑄2

𝑄1
×

𝑃𝑜𝑢𝑡 − 𝑃𝑠𝑒𝑐.

𝑃𝑝𝑟𝑖𝑚. − 𝑃𝑜𝑢𝑡
 (3) 

where 𝑄2 and 𝑄1are volume flow rates of the secondary and primary flows, respectively. 𝑃𝑜𝑢𝑡, 𝑃𝑝𝑟𝑖𝑚. and 𝑃𝑠𝑒𝑐. are, 

respectively, the total pressure at the outlet, the primary flow inlet and the secondary flow inlet. It must be noted that various 

flow ratios were achieved in the experiments by manipulating 𝑃𝑜𝑢𝑡 using a valve located downstream of the jet pump outlet. 
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Fig. 3: Comparison of the numerical boundary layer velocity profile with standard law of wall at x/dt=2.84 when M=1.6. 

 

Fig. 4 shows the comparison between numerical and experimental efficiency of the jet pump at various flow ratios (𝑀 =
𝑄2

𝑄1
). The figure shows that the numerical model captured the efficiency variation reasonably well. Additionally, it correctly 

captures the maximum efficiency position at M=1.4. The average relative errors of the k-ε and k-ω SST simulations are 7.3% 

and 8.47%, respectively. 

 

Fig. 4: Efficiency of the jet pump against the flow ratio, M =
𝑄2

𝑄1
. Comparisons between the numerical results and data of Sanger [29]. 

 

The velocity magnitude contours (obtained via k-ε simulations) for various flow ratios are depicted in Fig. 5. The figure 

shows that increasing the flow ratio causes the mixing location between the primary and secondary flows, which can be 

indicated by the primary jet’s core disappearance, to move toward the outlet of the jet pump. It can be seen that when M=1.4, 

the mixing between the primary and secondary flows is completed near the throat exit. M=1.4 is the flow ratio in which the 

jet pump operates with the maximum efficiency based on Fig. 4. It can be concluded that if the operation with maximum 

efficiency is desired, the mixing zone should be located near the throat exit. Fig. 5 also shows that when M=2.16 the primary 

jet reaches the diffuser which leads to efficiency drop as showed in Fig. 4. This phenomenon is clearly observed in the 

experiments of Cunningham [9] and the efficiency drop was attributed to the sudden expansion losses. 
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The numerical results and e perimental press re coefficient distrib tions along the jet p mp’s wall for  =1 6 are shown 

in Fig. 6. The pressure coefficient is calculated via 𝐶𝑝 =
𝑝−𝑝𝑠𝑒𝑐.

𝜌𝑣2 2⁄
, where p is the static press re along the jet p mp’s wall and 

v is velocity of the primary flow at the primary nozzle outlet.  

 
 

Fig. 5: Contours of the velocity magnitude achieved using the k-ε model for various flow ratios. 

 

The simulations with the both turbulence models successfully reflect the static pressure rise (pumping effect) in the 

diffuser. The average relative error between k-ε simulation and experimental data is 10.68%, while the disagreement of the 

k-ω SST simulation with the experimental data is 3.21%. 

Fig. 7 depicts the comparison of the calculated total pressure profile via the k-ε and the k-ω SST turbulence models 

(normalized by the maximum value of the total pressure) with the experimental results at three different cross sections. The 

profile shows that part of the jet is still not mixed with the secondary flow at cross sections x/dt=2.6 and x/dt=4.8 (considering 

that the length of the mixing throat is 5.66dt). The numerical results obtained via both of the utilized turbulence models 

reasonably agree with the experimental data, and the variation trend is captured by the numerical models. 

 

5. Conclusions 

A 2D RANS solver using various turbulence models is introduced. The following conclusions can be drawn: 

- GCI analysis showed that the numerical solution achieved by the k-ε turbulence model is grid independent with a 

maximum GCI of 0.08%. Comparison of the velocity profile obtained by the k-ω SST turbulence model with the universal 

boundary layer profile confirmed that the model for reflects the flow field near in the near-wall regions. 

- The simulation of the jet pump in various operating conditions using the k-ε and k-ω SST turbulence models showed 

that both models are able to capture the efficiency behaviour of the device with an average disagreement of 7.3% and 8.47% 

relative to experimental data. Similarly, the average deviation from the experimental data in terms of the pressure coefficient 

along the mixing throat and diffuser is 10.68% for the k-ε turbulence model, while the error for the k-ω SST simulation is 

reduced to 3.21%. 

- The numerical velocity magnitude contours show that by increasing the flow ratio of the device, the mixing zone 

between the primary and secondary flow moves toward the outlet of the jet pump. 

- The comparison of the numerical and experimental total pressure profile showed that the introduced model successfully 

reflects the internal flow field. 
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Fig. 6: Static pressure coefficient (Cp) against non-denationalized horizontal location (x/dt) when M=1.6. Comparisons between the 

numerical results and the experimental data of Sanger [29]. 

 

   
(a) (b) (c) 

Fig. 7: Total pressure profile at (a) x/dt=2.6, (b) x/dt=4.8 and (c) x/dt=10.4 when M=1.6. Comparisons between the numerical results 

and the experimental data of Sanger [29]. 
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